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We present an algorithm for volumetric registration of 3D solid shapes. In comparison to previous work
on image based registration, our technique achieves higher efficiency by leveraging a template tetrahe-
dral mesh. In contrast to point- and surface-based registration techniques, our method better captures
volumetric nature of the data, such as bone thickness. We apply our algorithm to study pathological skull
deformities caused by a particular condition, i.e., craniosynostosis. The input to our system is a pair of
volumetric 3D shapes: a tetrahedral mesh and a voxelized object represented by a set of voxel cells seg-
mented from computed tomography (CT) scans. Our general framework first performs a global registra-
tion and then launches a novel elastic registration process that uses as much volumetric information as
possible while deforming the generic template tetrahedral mesh of a healthy human skull towards the
underlying geometry of the voxel cells. Both data are high-resolution and differ by large non-rigid defor-
mations. Our fully-automatic solution is fast and accurate, as compared with the state of the arts from the
reconstruction and medical image registration fields. We use the resulting registration to match the
ground-truth surfaces extracted from the medical data as well as to quantify the severity of the anatomi-
cal deformity.

� 2015 Elsevier B.V. All rights reserved.
1. Introduction

Shape registration is an important problem in computer graph-
ics with numerous applications from shape completion to anima-
tion reconstruction. Registration algorithms aim to deform a
source shape into a target shape while optimizing a prescribed cri-
teria, which generally involves spatial closeness between the final
pose and the target. Registration algorithms for shapes represented
as point clouds and surfaces have been well-studied (Tam et al.,
2013), but this problem is less well-understood for registering
volumetric source and target shapes. Our approach is, to our
knowledge, the first one to address this version of the problem,
and differs ideologically from volumetric registration in medical
imaging where displacement vectors are optimized over the whole
image volume, not over the 3D solid shapes.

Explicit volumetric representations of solid 3D objects that are
common in computer graphics are preferable to thin shell surfaces
for the purposes of realistic animation or physically-based elastic
simulation. One may also use volumetric models to describe
anatomical structures in 3D medical imaging. With our method
we explicitly represent one such structure, namely the human
skull, as a volumetric tetrahedral mesh which facilitates operations
such as shape analysis and visualization. With surface representa-
tions, on the other hand, it is difficult to account for the volumetric
thickness of the skull bones.

The main motivation for our volumetric registration algorithm
is that we introduce a general framework to this new volumetric
shape registration. Namely, we adapt volumetric shape registration
techniques from computer graphics domain to the medical imag-
ing field, and introduce several novel concepts to make this process
work well. Our medical objective is craniosynostosis, a condition
caused by premature fusion of individual bone plates in the skull,
which results in a deformed head shape in children.
Unfortunately, quantitative objective measure of the severity of
this condition is lacking. We believe that if we provide a registered
deformable model of the patient to a doctor equipped with pre-de-
fined tools such as a deformation rig, then he can better assess the
condition (Section 7.2.2). Such a registered model can also be used
as a transfer intermediate to establish dense correspondences
(Section 7.2.1).

In this paper we present a novel fully-automatic non-rigid volu-
metric shape registration framework that is fast enough to handle
high-resolution input data in minutes and is accurate enough to
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capture highly distorted skull models of actual craniosynostotic
patients. The input to our system is explicitly volumetric shapes,
namely, a high-quality generic tetrahedral template mesh to be
deformed towards the segmented skull voxels of computed tomo-
graphy (CT) scans of a patient. To achieve the registration, we first
establish an initial alignment between the data sets by a global
rigid transformation and uniform scale. Non-rigid transformation
is then computed by a quadratic deformation model that leverages
as much volumetric information as possible while matching the
mesh tetrahedra and voxel cells. Note that, although some FEM-
based elastic registrations take advantage of volumetric tetrahe-
dral meshes for a more realistic deformation, these meshes con-
form to non-volumetric point clouds. Our tetrahedral mesh, on
the other hand, takes further advantage of the volumetricity by
conforming to a volumetric shape comprised of skull voxels.
Thanks to the simple closed form of our deformation model, all
our algorithm boils down to iteratively solving a sparse linear sys-
tem, which makes it quite fast. Our accurate registration leads to
two applications, shape matching and anatomical deformity
quantification.

The source code and the executables for the method that we
present in this paper are publicly available in http://www.ceng.
metu.edu.tr/�ys/pubs.
2. Related work

The transformations admitted by shape registration methods
for point clouds and surfaces have evolved step by step from rigid
to non-rigid. The prominent rigid registration algorithm is Iterative
Closest Points (ICP) algorithm (Besl and Mckay, 1992) that alter-
nates between correspondence and rigid transformation optimiza-
tion. Various stages of ICP have been improved such as matching
point selection and error function construction (Rusinkiewicz and
Levoy, 2001). ICP may, however, easily converge to a local mini-
mum of the error function if the initial positioning of the shape pair
is not sufficiently close. This problem is addressed by providing a
good initialization based on matching of local descriptors that
are invariant under rigid transforms (Gelfand et al., 2005; Huang
et al., 2006) or based on a randomized approach that is more
robust to noise and outliers (Aiger et al., 2008). As a faster alterna-
tive we use multiple initialization candidates generated by PCA-
based pose normalization (Section 4), a side contribution of this
research.

For registration methods that support non-rigid trans-
formations there is an important issue of maintaining data regular-
ity as displacement of each point may arbitrarily deviate from the
neighboring ones if precautions are not taken. These arbitrary
transformations eventually lead to distortions, e.g., degenerate tri-
angles on surface. Smoothness is attained in Chui and Rangarajan
(2003) by specializing the non-rigid transformation function to
thin-plate splines, whereas Hahnel et al. (2003) uses multiple land-
mark measurements as boundary conditions in the optimization. A
combination of the classical Laplacian smoothing and surface fair-
ing technique (Taubin, 1995) is employed in Sahillioglu and Yemez
(2010) as a smoothing operator. Template-based method of Allen
et al. (2003) explicitly minimizes the difference of transformations
between every two points that are adjacent in the deforming mesh
along with other objectives controlling the spatial closeness of
automatically and manually matched points. Li et al. (2013) pro-
poses yet another simultaneous optimization regulated by a defor-
mation graph model (Sumner et al., 2007).

Isometric deformations are a subset of non-rigid trans-
formations after which pairwise geodesic distances between the
shapes are preserved. If one may assume isometry, then the
correspondence computation that guides the registration process
can be improved significantly by injecting second-order terms in
the optimization in addition to or instead of the first-order point-
wise terms to be compared (Sahillioğlu and Yemez, 2012;
Sahillioğlu and Yemez, 2013). In particular, Zhang et al. (2008)
prunes the combinatorial search space of anchor point correspon-
dences according to some criteria based on local shape similarity
and geodesic consistency and performs the deformation with these
matches as constraints. Huang et al. (2008) employs a similar geo-
desic-based pruning for the correspondences that guide the defor-
mation in which rigid transformations are applied to the group of
points that can move rigidly. Similarly, Chang and Zwicker (2009)
clusters groups of points moving together to solve for skinning
weights. Geodesic consistency is enforced in Tevs et al. (2009) with
randomized feature matching and in template-based Anguelov
et al. (2004) with an optimization of a joint probabilistic model
over all point-to-point correspondences between two shapes.
Both methods can handle large isometric deformations given suffi-
cient computation time.

For registration of anatomical structures in 3D medical images
(McInerney and Terzopoulos, 1996; Holden, 2008; Markelj et al.,
2012; Sotiras et al., 2013), there are methods based on elastic sur-
face models and volumetric deformation models. The former geo-
metrically deforms an initial spherical surface (Miller et al.,
1991; McInerney and Terzopoulos, 1995) or the CT point cloud
(Feldmar et al., 1996) or a finite element model (FEM) (Gee et al.,
1994; Ferrant et al., 2001; Schnabel et al., 2003; Cash et al.,
2005; Bucki et al., 2010) until it conforms to the target surface in
the CT data. The latter, on the other hand, formulates the deforma-
tion as a volumetric transformation based on free-form deforma-
tions (Szeliski and Lavallee, 1996; Christensen et al., 1997;
Rueckert et al., 1999; Rohlfing et al., 2003; Ou et al., 2011;
Pszczolkowski et al., 2012) or volumetric radial basis functions
(Pighin et al., 1998; Kahler et al., 2002; Timoner, 2003) or diffeo-
morphism (Beg et al., 2005). Volumetric models, unless designed
in coarse-to-fine fashion, have significantly higher computation
costs than elastic models as they represent deformations over a
dense 3D region instead of over a manifold. This representation
may also degrade accuracy unless the user marks the critical parts
whose surfaces are close spatially but far geodesically, such as eye-
holes. Surface and point-based elastic methods, on the other hand,
obviously fail to capture volumetric thicknesses.

FEM-based volumetric registration techniques can be employed
to efficiently create a subject-specific FE model by morphing a pre-
defined generic mesh onto the target organ. The generic mesh,
which resembles an average model from the target organ pop-
ulation, is typically constructed manually or semi-manually to
ensure mesh quality. This mesh can represent complex geometries,
define anisotropic material properties for constituent elements,
and also address specific boundary conditions, which in turn make
the FEM-based approaches quite popular. The shortcoming of the
FEM-based registration, on the other hand, is the degradation in
mesh quality, e.g., irregular elements and the introduction of
inverted elements with negative volumes, which can occur
because of excessive mesh distortion during the morphing. While
some methods alleviate this issue with algorithmically compli-
cated and time consuming mesh repair operations applied after
the mesh is transformed, our method, which is a simple variant
of the FEM method, minimizes mesh distortion during the registra-
tion by employing volumetric regularization terms.

Although we see tetrahedral source meshes in some FEM-based
elastic registrations, they are controlled by non-volumetric point
clouds on the target side of the pipeline, unlike our algorithm that
employs an explicitly volumetric space of target voxel cells.
Similarly, elastic free-form deformation methods maintain an
embedded 2D manifold inside a deforming volumetric cage, which
is again attracted to a non-volumetric point cloud. In the view of
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the above discussion, we claim that our algorithm is the first one to
deform an explicit volumetric shape, such as a tetrahedral mesh,
towards another explicit volumetric shape, such as a grid of voxel
cells. Addressing the registration problem at shape-level brings
extreme efficiency without losing much accuracy compared to
the conventional volumetric models that work on the whole or
segmented medical images, as shown in Section 7.3. Finally,
atlas-based registration methods in the medical field aim to evolve
template anatomic atlases to images (Chen and Medioni, 1991; Yao
and Taylor, 2000; D’Agostino et al., 2004; Chintalapani et al., 2007;
Ellingsen et al., 2010). In general the templates used are other
images, but in this work a tetrahedral mesh of the organ is used,
which is potentially more promising to serve for both visualization
and fast modeling.

Instead of registering the deformable source model to the refer-
ence target model, one may directly reconstruct the latter without
using deformations at all. Multiple close layers of points in CT
scans that we address in this work fail the Voronoi-based recon-
struction approaches (Amenta et al., 2001; Dey et al., 2010). This
setting also makes consistent normal computation difficult and
inevitably unstable, which in turn degrades performances of signed
distance field based methods (Hoppe et al., 1992; Frisken and
Rockwood, 2000; Kobbelt et al., 2001) and Poisson reconstruction
(Kazhdan and Hoppe, 2013). Yet even with the assumed normals,
Poisson fits only one surface to the volumetric data whose under-
lying geometry may well include multiple close-by outer and inner
surfaces, as in the case of skull bones. A problem common to recon-
struction methods is that they become severely under-constrained
when the amount of missing data is large, leading to poor results.
Tagliassachi et al. (2011) addresses this issue with a computation-
ally expensive volume-aware approach using view vectors at each
point, which is again hard to achieve in CT scans. Alleviating these
problems is possible by using the continuous intensity information
in medical data with the standard Marching Cubes surface extrac-
tion method (Lorensen and Cline, 1987). This intensity-based
ground-truth reconstruction can be made even more valuable by
matching the extracted surfaces with each other, as we achieved
in Section 7.2.1.
3. Problem statement and overview

Our goal is to register volumetric data; in particular, a high-
quality generic template mesh and a patient-specific CT scan.
Our pipeline is depicted in Fig. 1.

The input data sets are first pre-processed. We first segment the
desired 3D skull voxels from the CT scans using a simple threshold-
ing based on intensity values. Our generic skull template, on the
other hand, is obtained from Zygote (2013) as a triangular mesh
and converted to a tetrahedral mesh (Jacobson et al., 2013). We
denote these volumetric geometries as T for tetrahedral template
mesh, and S for CT scan skull voxels, as visualized in Fig. 1.
Fig. 1. The overview of our volumetric registration framework. W
4. Initial alignment

Our template mesh is given in an arbitrary scale, position, and
orientation. Our first task is therefore to provide a global alignment
by allowing only translation, rotation, and uniform scale. We apply
a standard ICP algorithm (Besl and Mckay, 1992). The initial guess
for ICP is calculated using PCA alignment (Kazhdan, 2007). After
mean alignment (global translation), we compute the principal
components of the covariance matrices for both shapes. For this
purpose, the tetrahedral mesh T is considered just as 3D vertices,
and similarly CT skull voxels S is considered just as 3D center
points of each segmented voxel. We then consider all of the 4 pos-
sible rotations (mapping one basis of principal components to the
other one). We execute ICP on each of these four possibilities, and
choose the one with the lowest error (Fig. 2 – left). We generalize
the classical rigid ICP by allowing for uniform scale, because the
scale of our template mesh is arbitrary. Uniform scale is com-
mutative with rotation and therefore only a minimal change of
the ICP algorithm is required. Namely, we jointly optimize the uni-
form scale factor u and translation d to be applied to template
points rotated by ICP. Let p denote these rotated points in
correspondence with points q from the target shape. We then
minimize the error of the current transform

f ðpÞ ¼
P

ikupi þ d� qik
2. This novel modification, as a side con-

tribution of this research, results in a better initial alignment, as
shown in Fig. 2 – right.
5. Volumetric registration

Let us denote the rest-pose vertex positions of our template
mesh (after global registration) as t0 2 R3n�1 where n is the number
of mesh vertices, and 3 elements are stored for each vertex, namely
the x-, y-, and z-coordinates. Similarly let s 2 R3m�1 denote the
coordinates of the centers of the m input voxels.

We want to find deformed vertices t of the template mesh such
that they match s as closely as possible without deviating from the
rest pose t0 more than is necessary. Therefore, we formulate an
energy term that balances the accuracy of the match between t
and s with deformation energy that penalizes deviation of t from
the rest pose t0. To avoid overly large steps that could result in
unreliable correspondences, we also introduce a Tikhonov regular-
ization term that penalizes too large motion from the previous
step.

Our deformation model seeks t 2 R3n�1 that minimizes the fol-
lowing energy:

EdefðtÞ ¼ EcorrðtÞ þ aEDirichletðtÞ þ bETikhonovðtÞ ð1Þ

The first energy term Ecorr concerns correspondence between the
transformed mesh vertices t and the fixed voxels s. We define our

correspondences using a binary matrix ~P of size n�m (i.e., each
e show multiple views for both steps of the initial alignment.



Fig. 2. (Left) Out of four PCA-based alignment candidates that initialize ICP, the correct blue one results in the closest ICP alignment although it has a higher PCA alignment
cost. (Right) ICP result with (middle) and without (bottom) our adaptive uniform scaling modification. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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element is either 0 or 1), such that each row contains only one ‘‘1’’

and the rest are zeros. The fact that ePi;j ¼ 1 means that voxel num-
ber j is in correspondence with mesh vertex i, i.e., i is the vertex
closest to voxel j. We define P :¼ ~P� I3, where I3 denotes 3� 3
identity and � is the Kronecker product. The purpose of
Kronecker extension is to be able to select 3 elements, namely the
x-, y-, and z-coordinates, of the corresponding voxel from s.

For a given matrix P, the correspondence energy is then defined
as follows.

EcorrðtÞ ¼ jjt� Psjj2 ð2Þ

As a deformation energy, we found it is sufficient to use the (volu-
metric) Dirichlet energy of the displacements:

EDirichletðtÞ ¼ ðt� t0ÞT Lðt� t0Þ ð3Þ

where L is the mesh Laplacian. We calculate L as

L ¼
X
j2T

kjG
T
j Gj ð4Þ

where kj is the volume of the tetrahedron j at rest-pose and Gj is a
constant matrix to obtain the deformation gradient Fj of tetrahe-
dron j (Fig. 3). Intuitively, Gj 2 R9�3n extracts the vectorized version
of the desired gradient f j ¼ vecðFjÞ 2 R9�1 when multiplied with the
whole set of vertices ðt� t0Þ 2 R3n�1, i.e., f j ¼ Gjðt� t0Þ.
Fig. 3. Deformation gradient Fj mapping the rest-pose edges of tetrahedron j to
their deformed configuration minus the translation h.
Additionally, we employ a Tikhonov regularization term that
controls the amount of displacement from the previous step (as
opposed to the deformation energy which penalizes deformation
from the rest pose). This term is defined as:

ETikhonovðtÞ ¼ jjt� tprevjj2 ð5Þ

where tprev is the state of the previous iteration.
Differentiating our energy with respect to t gives:

@Edef

@t
¼ @Ecorr

@t
þ a

@EDirichlet

@t
þ b

@ETikhonov

@t
ð6Þ

¼ 2ðt� Psþ aLðt� t0Þ þ bðt� tprevÞÞ ð7Þ

Setting this derivative to zero, we obtain a linear system:

ðaL þ ðbþ 1ÞIÞt ¼ Psþ aLt0 þ btprev ð8Þ

which we solve using a sparse direct solver.
There are several key concepts necessary to make this process

work well for deformable volumetric shape registration. First, we
start with an initial value of a and b, set to conservatively high val-
ues, namely 1 for each. We then iterate the following two steps: (1)
establish the correspondence matrix P by calculating closest
points, and (2) minimize our energy by solving the linear system
above. When the linear system solve results in little or no progress,
i.e., the resulting t is very close to tprev, we reduce the strength of
the regularization terms by dividing both a and b by 2. The intui-
tion behind using initially high a and b values is that the closest-
point correspondences in P is not very reliable when the trans-
forming t is far away from the fixed target s at the first iterations.
In this case, we should keep the regularization terms powerful
enough to prevent a potential damage from the correspondence
term. As t comes closer to s in subsequent iterations, P gets more
reliable and consequently we start to rely more on the



Fig. 4. (Top row) EDirichlet prevents volume shrinkage as Ecorr is attracting gray t towards green s (Iteration # 1). Little displacement between intermediate Iterations # 4 and 5
detected by ETikhonov triggers adaptive weighting which enables further penetration towards a concavity. (Middle row) Inside vertices that are not forced to match are pushed
from back by the outside vertices via regularization effect which results in full penetration at convergence; if forced then they resist the push backs resulting in partial
penetration at an alternative convergence. (Bottom row) A thinner t does not wander inside the thick volume s and stays put once it is fully inside (right). A thicker t covers
the whole s (left).
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correspondence term in order to progressively capture finer and
finer details of the target shape S (Fig. 4 – top row).

Another important technique is to disable the correspondence
term Ecorr for mesh vertices which are already inside S. We achieve
this by using the following modified correspondence term

Ecorr0 ðtÞ ¼ ðt� PsÞT Wðt� PsÞ ð9Þ

where W is a diagonal matrix, such that Wi;i ¼ 0 if the vertex i is
already inside S and Wi;i ¼ 1 otherwise. This technique is based
on the observation that a vertex that is already inside should not
be affected by the correspondence term any more as it is not possi-
ble to establish meaningful correspondences in the interior of the
mesh – instead, it should be free to move as dictated by the regular-
ization terms and vertices that are outside of S, so that the outside
vertices find their way in as well. The benefit of this idea is demon-
strated in Fig. 4 – middle row along with two different thickness
settings of the input (Fig. 4 – bottom row).

Note that a fourth quadratic term that would measure the
squared distances between user-specified landmark points could
also be incorporated into our energy if user-assisted registration
was desired. However, we opt for a fully-automatic framework,
which works well with our data.
6. Computational complexity

Our initial alignment computation is dominated by closest
point searches that both exist in the PCA and ICP stages with a time
complexity of Oðn log mÞ using kd-trees. An iteration of our defor-
mation model first takes OðnÞ time for the detection of inside ver-
tices using voxel neighborhoods, and then performs closest points
search for Ecorr in Oðn log mÞ time, and then finally solves a sparse
linear system with the OðnÞ-time Cholesky factorization of a coef-
ficient matrix whose nonzero values appear only for the vertex
pairs connected by an edge in the sparse tetrahedral mesh. The
number of deformation iterations is independent of n and m, and
happens to be about 20 in all our runs.
7. Results

We have tested our algorithm on five CT scans that belong to
actual 6–12 months old craniosynostotic patients who complain
from sagittal synostosis, metopic synostosis, and coronal synos-
toses. The variety of the underlying skull shapes is sufficient to
conduct the preliminary experiments of our volumetric shape
registration framework. Images are taken using General Electrics
LightSpeed Ultra and Philips Brilliance 64 scanners, where the axial
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in-plane pixel size is ranged between 0.28 and 0.45 mm, and the
axial spacing is ranged between 0.31 and 4.5 mm. The resolutions
of both the CT scans and the template mesh to be deformed are
challenging enough to verify the tractability of our approach. CT
scans represented by fSj; j ¼ 0; . . . ;4g have approximately 190 K
skull voxels (out of the total 512� 512� 370) whereas our tem-
plate model consists of 160 K vertices connected by 560 K tetrahe-
dra (Fig. 1 – second column).

In addition to the visual evidence of our performance provided
through Figs. 5–7, we also demonstrate our advantage over a state
of the art surface reconstruction method (Kazhdan and Hoppe,
2013) with regards to capturing bone thickness (Fig. 8). Based on
our registration result, we then design two applications, each with
many potential benefits such as attribute transfer (Section 7.2.1)
and decision making before or during surgeries (Section 7.2.2).
We finally perform quantitative (Tables 1 and 2) and visual
(Fig. 11) comparisons with state of the art medical image registra-
tion algorithms. Please see the accompanying video for more
results.

In order to enable an easier assessment of the results, we add
the corresponding ground-truth surfaces extracted from the medi-
cal data (Lorensen and Cline, 1987) to all the relevant figures,
Fig. 5. (First row) Initial alignment between our gray template mesh and green CT scan S
Underlying ground-truth surfaces of the CT scans. (Fourth row) Deformation process is vis
is referred to the web version of this article.)
namely Figs. 5, 7 and 11. These surfaces and the ones in Fig. 9
demonstrate the finest details, such as the cracks between the bone
plates, which are lacking in our resulting models. This issue, as well
as the removal of the extra template parts that do not exist in the
scans, such as teeth, can be handled as a future work by incorporat-
ing a remeshing operation to our system. We, however, show that
the registration results, despite the missing finest details and the
extra parts, can still be very useful in shape matching
(Section 7.2.1) and anatomical deformity quantification
(Section 7.2.2) applications.

7.1. Visual performance and timing

In Fig. 5, we see a severely distorted skull S1 being registered
with our high-quality template mesh. In addition to the global cap-
ture of the shape, note the detail capture such as the growth of the
eyeholes on the template. Note also that, the back of the skulls
after global alignment (Fig. 5 – first row) are still spatially apart
before entering the non-rigid registration, and therefore resemble
the demonstrative cases in Fig. 4.

Resulting registrations of the other scans S0 and S2 with the
template is shown in Fig. 6, where we also show the robustness
1. (Second row) Resulting registered model based on this initialization. (Third row)
ualized. (For interpretation of the references to color in this figure legend, the reader



Fig. 6. (First row) Initial alignment between the template mesh T and S0. (Second row) Resulting registered deformable model based on this initialization. (Third row) Initial
(left) and final (middle) alignment for S2, where the hole on top of S2 (clipped for visual convenience) is filled in with geometry from the template surface (right). (Fourth
row) Underlying ground-truth surfaces of S0 (left) and S2.
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of our algorithm to missing data at the top of the head. Our algo-
rithm not only handles the strong deformation, but also respects
the details such as the mental foramen.

Outliers such as the CT scanner walls may occasionally appear
in the data as they share similar intensity values with the skull
voxels segmented from the whole image volume. Our registration
performance does not degrade in such a case as exhibited for S4 in
Fig. 7, where we also show another result that captures S3. This
illustrates an advantage of a template-based approach since a
fully-automatic medical registration algorithm is likely to be
affected by such outliers when optimizing over the whole image
volume or over the segmented binary volume (Section 7.3).

The execution times on a 2.2 GHz PC for all the experiments at
high-resolution is about 20 min out of which 133 s is devoted to
the initial global registration (Section 4). One deformation iteration
takes about 1 s of inside vertex detection and closest point search
plus 49 s of sparse Cholesky factorization, hence 50 s in total.
Decimated tetrahedral mesh of 10 K vertices required 71 s of initial
alignment followed by 10 s of all deformation iterations, making
81 s in total. For another decimated mesh with 5 K vertices, we



Fig. 7. (Top row) Initial alignments between the template mesh T and S3 (two views) and S4 (rightmost). (Middle row) Resulting registered deformable model based on these
initializations, one of which contains outliers (S4). (Bottom row) Underlying ground-truth surfaces of S3 and S4 (right).

Fig. 8. Target scan obtained by our method (left column), unscreened (Kazhdan and Hoppe, 2013) (middle column), and (Kazhdan and Hoppe, 2013) (right column).
Necessary normal information for Kazhdan and Hoppe (2013) is transferred from our registration result (left column).
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observe 25 s long initialization plus 5 s deformation, hence a total
of 30 s. This reveals the efficiency of our novel volumetric deforma-
tion model. The system can easily be further sped up once the bot-
tleneck factorization is spread on multiple cores (Hogg et al., 2010).
7.2. Applications

We demonstrate the potential of our algorithm by employing
the registered deformable model in two important applications.



Table 1
Timing of our registration algorithm in comparison with medical image registration
methods (Ou et al., 2011; Rueckert et al., 1999).

Method Execution times in minutes

S1 S2 S3 S4

Ours 18 19 22 20
Ou et al. (2011) 617 377 548 535
Rueckert et al. (1999) 72 116 125 122

Table 2
Quantitative evaluation of our registration algorithm in comparison with medical
image registration methods (Ou et al., 2011; Rueckert et al., 1999). Failed registrations
due to wrong initial global alignment are shown as n/a. Smaller values of Eð1Þreg; E

ð2Þ
reg , and

Eð3Þreg imply a better registration.

Method ðEð1Þreg; E
ð2Þ
reg ; E

ð3Þ
regÞ

S1 S2 S3 S4

Ours ð:21; :13; :42Þ ð:29; :15; :4Þ ð:25; :11; :38Þ ð:28; :1; :39Þ
O.11 ð:22; :15; :41Þ n/a ð:24; :09; :37Þ ð:27; :1; :36Þ
R.99 n/a ð:25; :11; :41Þ ð:22; :09; :38Þ ð:27; :09; :36Þ
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7.2.1. Skull matching
Connectivity preservation during the volumetric registration of

template T gives rise to a simple yet crucial application, namely,
finding correspondences between a set of ground-truth skull
geometries. As discussed in Section 2, the underlying ground-truth
geometry can be extracted by running an intensity-based
Marching Cubes algorithm (Lorensen and Cline, 1987), which how-
ever fails to relate a given marched surface pair, say Mj and Mk

due to Sj and Sk, respectively. To find a relationship between Mj

andMk, we non-rigidly register T to Sj and Sk with our volumetric
method, hence with better bone thickness calculation and more
accurate deformation calculation. Then the closest points between
the registered T and Mj and the registered T and Mk imply a
correspondence between Mj and Mk, which we visualize in
Fig. 9. In addition to general color transfer, we also track the defor-
mation of the anthropometric landmarks L labeled on the template.
As the new locations are still anatomically correct (spheres in
Fig. 9), we can infer that the matching is successful. We also quan-
tify the quality of this tracking via

DgrdðUÞ ¼
1
5

X4

j¼0

Dgrdð/jÞ; ð10Þ

where

Dgrdð/jÞ ¼
1
j/jj

X
ða;bÞ2/j

gð#ðaÞ; bÞ; ð11Þ

where ð/j : L!MjÞ 2 U is a mapping of size jLj from the landmarks
L on the template T to the marching cubes surfaceMj of scan Sj for
Fig. 9. Transfer of colors and anthropometric landmarks L (spheres) from the template (
sinciput (yellow sphere), center of sagittal suture (gray), mental foramen (red), and cente
legend, the reader is referred to the web version of this article.)
j ¼ 0; . . . ;4. Here #ðaÞ stands for the ground-truth correspondence
of a 2 L on the target shapeMj as known a priori by manual mark-
ing, and gð�; �Þ is the geodesic distance between two points on a
given surface. The maximum geodesic distance on the target model
is normalized to 1 in order to simplify the interpretation of this
measure. For instance, the normalized geodesic distance is 1
between the top of the head and the bottom of the neck for the sur-
face marked with S2 in Fig. 9. Note also that one may find an insight
about the results in terms of anatomical and clinical considerations
by converting these numbers into millimeters (mm) once the doctor
knows the geodesic distances over the actual patient. We observe
Dgrd ¼ 0:033, which is a very small deviation from the zero error
where the maximum error is 1.

7.2.2. Quantification of skull deformities
There are works in the medical community that measure the

severity of skull deformities by registering the pre- and post-
operative CT scans of the craniosynostosis patients (Amm and
Denny, 2005; Oliveira et al., 2011). Here we take a computer graph-
ics driven approach to obtain this measure without performing any
surgery. Other approaches to interpret the morphological differ-
ences rely on recognition and tracking of multiple landmarks on
the skull (Lamecker et al., 2006; Marcus et al., 2008; Mendoza
et al., 2013). Our approach is free of landmark matching and hence
the associated problems. Our quantification process described in
the sequel can also produce a plastic helmet for cranial remodeling
during surgery, in case doctors decide to operate.

Rig is a simplified user interface (analogous to skeleton) that
allows the user to control the deformation of the complicated sur-
face representation (analogous to skin) easily. Vertices of the rig
are bound to the related vertices of the surface mesh with blending
weights such that a displacement on the simple low-resolution rig
is transferred appropriately to the dense mesh, which in turn
deforms the mesh in a smooth and intuitive manner. We have
pre-defined this coupling between our ring-shaped low-resolution
rig and high-quality template mesh (Fig. 10a) along with the
blending weights. Thanks to our registration process that preserves
connectivity information, this coupling between the rig and the
template remains the same between the rig and the resulting regis-
tered model, and consequently user can deform the registered
model of a craniosynostotic skull to the hypothetically healthy
skull for quantification purposes, as shown by the two steps in
Fig. 10b and c. To this effect, first the rig is positioned around the
registered model t accordingly (Fig. 10b). Then the interactive dis-
placements in the rig is transferred to the anthropometric land-
marks and their neighborhoods on the model. Note that there is
no need for error-prone landmark matching across different skulls
in this process. We use our registration result t (Fig. 10b) as the
rest-pose of this editing operation. The effort put in the creation
of the final (hypothetically healthy) pose t0 (Fig. 10c) from t then
gives the desired severity measure, which we quantify by
EDirichletðt0Þ in Eq. (3). This interactive editing session is based on
leftmost) to all other ground-truth geometries of scans S0 to S4. Landmarks include
r of coronal suture (blue). (For interpretation of the references to color in this figure



Fig. 10. Quantification of the severity of skull deformities. (Top row) Template and
its transparent ring-shaped rig; note that irrelevant parts of the template are
excluded for efficiency (a). Resulting registered model of our process t (b) is
interactively deformed to the final pose t0 (c). The severity score of the
craniosynostotic skull t is computed as EDirichletðt0Þ=n where t is used as the rest-
pose and n is the number of vertices. (Bottom row) Severity scores in a bar chart.
The closer this score (y-axis) to 0, the healthier the corresponding example skull (x-
axis) is.
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the classical as-rigid-as-possible deformation energy (Sorkine and
Alexa, 2007).
7.2.2.1. Clinical evaluation. We have performed a minimal clinical
evaluation by asking a medical doctor to use our interactive system
on our five skull models. The doctor is supposed to interactively
deform the registered model we provide to the hypothetically
healthy skull based on her experience and the specifications of
the patient, such as infant’s gender, and ethnicity.

The preliminary physical examination required by the doctor is
simulated by the geodesic distances over the surface of the patient.
The outer surface can be extracted from the CT scan by applying
the Marching Cubes algorithm (Lorensen and Cline, 1987) with
Fig. 11. Resulting registrations for scans S1 (left in each box) and S4 (right in each box) us
1999) (bottom left box, right), and surface registration based on Rueckert et al. (1999))
the intensity of the surface voxels (similar to the segmentation of
the skull voxels which have different intensities). This simulation
was necessary as we do not have physical access to the real
patients.

Our doctor requested a measure for the head circumference,
which should be about 36 cm for healthy infants. In order to bring
the centimeter and geodesic units to the same scale, we first nor-
malize the patient skull such that the geodesic distance between
the two mental foramina along surface becomes a value prescribed
by the doctor, e.g., 6.35 for S0. We guide the interactive deforma-
tion process of the doctor by displaying the current head circum-
ference value as well as the vertex to occiput distance to the
doctor. The deformation energy used in bringing the initial skull
to the hypothetically healthy skull will then be in terms of cen-
timeters, which has a simple geometric interpretation, e.g., when
divided by the number of vertices, it gives the average deformation
amount of a mesh vertex. According to this evaluation, the doctor
ranks the severities of our five models from high to low as
S2;S1;S3;S4, and S0, as displayed in Fig. 10 – bottom row.

Note that unlike the methods that consider only the landmarks,
our quantification algorithm considers all points (Eq. (3)) and
therefore does not suffer from any information loss. This severity
measure is helpful in surgery decision and/or planning.
Furthermore, the hypothetically healthy skull t0 can be 3D-printed
and brought to the operating room to guide doctors while reshap-
ing the soft skull bones of the patient.

7.3. Comparisons with image registration algorithms

We compare our registration result to state of the art algo-
rithms from volumetric image registration domain (Ou et al.,
2011; Rueckert et al., 1999). Rueckert et al. (1999) is a classic
registration method based on image intensities and a B-spline
free-form-deformation (FFD) transformation model, and still
regarded as one of the best algorithms (Pszczolkowski et al.,
2012). Ou et al. (2011) uses an FFD transformation model as well,
but replaces the intensity-based similarity with a more sophisti-
cated attribute-based similarity which brings higher accuracy
and robustness to many tasks as both approaches are general-pur-
pose. They, as volumetric techniques, compute deformation fields
over a dense 3D image region in contrast to our elastic mesh model
working solely on the manifold, which consequently makes them
ing our method (top left box), (Ou et al., 2011) (bottom left box, left), (Rueckert et al.,
(top right box). Underlying ground-truth surfaces of S1 and S4 (bottom right box).
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achieve our accuracy (Table 2 and Fig. 11) after about 9 h (Ou et al.,
2011) or 2 h (Rueckert et al., 1999), using multi-resolution speed
up. This is significantly higher than our 20 min demand for the
same task (Table 1). These timing values render our method much
more suitable than volumetric image registration alternatives for
intra-operative CT scanning where decision making is informed
during surgery without moving the patient, e.g., in the case of
the rail-mounted configuration.

We quantify the error of the resulting registration that puts T
into a final orientation represented by unit normals
n ¼ fn1; . . . ;nng as follows:

Eð1Þregðn;n0Þ ¼
1
n

X
ni2n

f ðni � n0jÞ ð12Þ

where vertex j of the marching cubes surfaceM with the unit nor-
mal n0j is in correspondence with the closest vertex i of the regis-
tered template T , and

f ðxÞ ¼
1� x; x > 0
1; x 6 0

�
ð13Þ

which in turn penalizes the incompatibility of the corresponding
normals between the ground-truth marched surface and the regis-
tered template, hence accounting for the thickness issue. We also
provide a second measure Eð2Þreg as the average of distances between
closest points of the marched and registered result where the maxi-
mum distance in average is normalized to 1. Under this normaliza-
tion, Hausdorff distance between the marched and registered result
constitutes our third measure Eð3Þreg. Note also that since medical
image registration methods expect image data from CT scanners,
we cannot feed our tetrahedral template mesh T to those algo-
rithms. Rather, we register the scan S0 to all other four scans using
Ou et al. (2011) and Rueckert et al. (1999). To make the compar-
isons fair, we designate the source of our method as T registered
to S0 (Fig. 6 – second row), which effectively increases our test
scope by four additional registrations. Finally note that volumetric
deformation fields computed by Ou et al. (2011) and Rueckert
et al. (1999) are marched (Lorensen and Cline, 1987) into surface
representations for Eq. (12), Table 2 and Fig. 11. As a fourth and final
error metric, we compare the volume of the skull bones in the
ground-truth shape (Vg) and in our deformed template (V t).
Similar volumes reveal again our success in bone thickness capture
(Table 3).

Running (Ou et al., 2011; Rueckert et al., 1999) on segmented
binary images halves their computation times in (Table 1). The
algorithms, however, become very sensitive to outliers as shown
above. Scanner walls that share the same bone intensity values,
Table 3
Proportions of the volumes of the skulls generated by the ground-truth Marching
Cubes algorithm and our registration method.

S0 S1 S2 S3 S4

Vg=V t .88 .79 .81 .91 .93
for instance, significantly degrades the registration of S0 to S1 in
the back of the skull. As noted before, our template-based approach
is free of such distractions (Fig. 7).

We also compare our method with a non-rigid surface registra-
tion method that models transformations using an FFD in the same
way as Rueckert et al. (1999). To this end, we use as a source the
boundary surface of T registered to S0 (Fig. 6 – second row), and
our targets become the marched surfaces of the four other patients.
This simple method is fast but does not quite reach our accuracy as
displayed in Fig. 11 – third row due to regularization and control
point spacing issues. Note that all comparisons use the original
software, kindly provided by their authors.
8. Limitations

This paper represents just a first step towards registration of
explicitly volumetric shapes, and there are many limitations that
suggest directions for future work. Although our weighting scheme
that maintains the smoothness of the deforming mesh is already
adaptive to capture the details, one may employ a locally-adaptive
scheme in order to avoid relaxing the mesh more than is necessary.
Artifacts such as inverted tetrahedra may happen occasionally. To
guarantee their prevention one requires a more sophisticated
energy term that penalizes nonpositive volumes (Schuller et al.,
2013). This choice, however, would yield a slow nonlinear system
to solve. Alternatively, regions with topological problems can be
clustered to solve a local linear elastic system. Also, as we note
in Fig. 4 – bottom right the volume of the tetrahedral mesh does
not expand to cover the whole volumetric region it is in due to
the vertices being already happy with Ecorr. This matter of choice,
although not a limitation, can be altered. Remeshing can also be
incorporated so as to remove mesh parts that do not exist in the
scans, such as teeth, as well as to capture the finest details, such
as the cracks between the bone plates. Note that these parts to
remesh can be detected automatically as the Euclidean distance
between the registered template vertex and the matching closest
skull voxel would yield a low confidence score around these
regions. Finally, the global rigid alignment based on PCA axes is
not a principled solution to the underlying abstract problem and
practical performance may degrade in different scenarios.
9. Conclusion

This paper presents a fast and robust solution to a new version
of the well-known shape registration problem, namely the
registration of two volumetric shapes. The source is an explicit
volumetric tetrahedral mesh, and the target is again an explicit
volumetric shape represented by voxels from computed tomogra-
phy (CT) scans. We adapt volumetric shape registration techniques
from computer graphics such as EDirichlet to the medical imaging
domain along with novel concepts added to the system such as dis-
abling Ecorr and adaptive weighting. Our fully-automatic volumet-
ric shape registration algorithm has successfully modeled large
non-rigid deformities of actual patients with high accuracy thanks
to both the high-quality template mesh involved and consideration
of volumetric issues such as skull bone thickness.

The main contribution of this research is to introduce this prob-
lem and solve it with a deformation model that respects as much
volumetric information as possible. The main advantages of
registering tetrahedral template over registering images are faster
execution time (Table 1) and robustness to outliers (Fig. 7 – right).
The side contributions are multi-initialization (Fig. 2 – left) and
adaptive uniform scaling to ICP (Fig. 2 – right), matching ground-
truth surfaces embedded in CT scans (Fig. 9), and objective quan-
tification of the given medical condition craniosynostosis (Fig. 10).
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An interesting future topic is to identify the most efficient user
interfaces for the process of severity quantification, which may call
for an example-based volumetric shape interpolation technique.
Data-driven statistical models can also be investigated for the
quantification purposes. Yet another interesting research direction
is to develop efficient remeshing algorithms to handle the missing
data, e.g., teeth, or the finest details, e.g., cracks, in the CT scans.
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