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ABSTRACT

VISUAL SIMILARITY FOR HDR IMAGES WITH APPLICATIONS TO
TONE MAPPING

Aydınlılar, Merve

Ph.D., Department of Computer Engineering

Supervisor: Prof. Dr. Ahmet Oğuz Akyüz

Co-Supervisor: Prof. Dr. Sibel Tarı

February 2021, 115 pages

Assessing visual similarity between images is important for many computer vision

applications. So far, investigations on visual similarity have been confined to low dy-

namic range images. However, recently, there is a growing interest to high dynamic

range (HDR) imaging. In this thesis, the aim is to shed light on visual image sim-

ilarity for HDR images by following an experimental approach. To this end, a user

experiment is conducted through a novel web-based interface, in which the partici-

pants assess the pairwise similarity of HDR images. The data collected through this

experiment is used to evaluate a set of image features with respect to their correlations

with the participants responses. A combined feature as a linear combination of indi-

vidual features is defined, and its coefficients are learned using metric learning. The

learned combined feature as compared to individual features correlated better with the

participants’ responses. Among individual features, deep learning features are found

to correlate better than others, supporting that higher level features are better than

lower level ones. Using the learned similarity, i.e. combined feature, a style-based

tone mapping algorithm is proposed that successfully imparts a user-defined style to
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various HDR images determined to be similar with respect to the proposed metric.

Keywords: HDR Imaging, HDR Image Similarity, HDR Tone Mapping
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ÖZ

YDA İMGELERDE GÖRSEL BENZERLİK VE TON EŞLEMEYE
UYGULAMALARI

Aydınlılar, Merve

Doktora, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi: Prof. Dr. Ahmet Oğuz Akyüz

Ortak Tez Yöneticisi: Prof. Dr. Sibel Tarı

Şubat 2021 , 115 sayfa

İmgeler arası görsel benzerlik birçok bilgisayarlı görme uygulaması için yüksek öneme

sahiptir. Bu konu üzerine şimdiye kadar yapılan çalışmalar düşük dinamik aralıklı im-

gelerle sınırlı kalmıştır. Ancak, günümüzde yüksek dinamik aralıklı (YDA) görüntü-

lemeye ilgi her geçen gün artmaktadır. Bu tezde, YDA imgeleri arasındaki görsel ben-

zerliğe deneysel bir yaklaşımla ışık tutulması hedeflenmiştir. Bu amaçla, kullanıcıla-

rın YDA imgelerin benzerliklerini değerlendirmelerine olanak veren web tabanlı bir

deney arayüzü oluşturulmuş ve internet üzerinden ulaşılan yüksek sayıda kullanıcı-

dan veri toplanmıştır. Toplanan veriyle bir grup imge özniteliğinin kullanıcı verisiyle

korelasyonu değerlendirilmiştir. Bu özniteliklerin lineer kombinasyonuyla birleşik bir

öznitelik tanımlanmış ve bu özniteliğin katsayıları metrik öğrenme ile belirlenmiştir.

Bu öğrenilmiş birleşik özniteliğin diğer özniteliklere nazaran kullanıcı verisiyle ko-

relasyonunun daha yüksek olduğu gözlemlenmiştir. Tekil öznitelikler arasında derin

öğrenmeden elde edilen özniteliklerin kullanıcı verisiyle diğerlerinden daha iyi ko-

rale etmesi, yüksek seviye özniteliklerin düşük seviye özniteliklere göre daha başarılı
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olmasını desteklemektedir. Elde edilen benzerlik özniteliği ile, stil bazlı ton eşlemesi

algoritması geliştirilmiştir. Bu ton eşleme algoritmasıyla yaratılan stilin imgeler arası

benzerlik kullanılarak başarılı bir şekilde YDA imgelere uygulandığı gösterilmiştir.

Anahtar Kelimeler: YDA Görüntüleme, YDA İmge Benzerliği, YDA Ton Eşlemesi
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CHAPTER 1

INTRODUCTION

With the developments in digital imaging, the means of producing digital images

became widely available. This led to a vast amount of images and a diverse set of

applications. For several image related applications, including image retrieval and

indexing [5], classification and clustering [6], image editing and style transfer [7],

assessing the visual similarity of a pair of images is important. Due to its importance,

significant amount of research is dedicated to measuring image similarity. Depending

on the context of the application, image similarity might be defined differently hence

yielding different measures and techniques.

Typically, it is hard to estimate a certain degree of similarity between two images

without a given context. Unlike some computer vision tasks like depth estimation or

object detection, image similarity does not have a ground truth. The lack of ground

truth makes the research of image similarity harder in two aspects, i.e., learning mod-

els from the ground truth data directly and measuring the performance of the proposed

image similarity method reliably. This makes subjective experiments highly valuable

for the image similarity research.

The need for High Dynamic Range (HDR) imaging was realized in computer graph-

ics in order to deal with the requirements of the physically accurate lighting sim-

ulation systems [8]. Such systems produced numerically unbounded pixel values,

necessitating their storage in HDR formats [9]. HDR images are typically been

termed as “scene-referred” as opposed to “display-referred” – a term used for Low

Dynamic Range (LDR) images [10]. However, as display devices have tradition-

ally been low dynamic range, displaying these images on LDR devices requires tone

mapping [11, 12], i.e., the compression and quantization of luminance from high

1



dynamic range to low dynamic range. Numerous tone mapping operators (TMOs)

have been developed in literature ranging from simple contrast adjustments to com-

plex algorithms modeling the human visual system [13] and the properties of display

devices [14]. These operators are developed with different motivations hence yield

perceptually and statistically different images. Many operators have also been pro-

duced to create photographic HDR images of real-world scenes [15], including dy-

namic scenes [16, 17]. Besides computer graphics applications, HDR imaging has

other applications including studying of fossils [18], cultural heritage and archaeol-

ogy [19], structural engineering [20], architecture [21], medical imaging [22, 23],

forensics [24], and automotive industry [25].

While the majority of the produced and stored images are LDR images, HDR imag-

ing offers to capture much wider luminance range, closer to the human eye, compared

to standard LDR imaging. Currently, HDR video formats HDR10+ [26] and Dolby

Vision [27] are becoming the main HDR video standards and the number of HDR

compatible commercial TVs, Blu-ray devices, gaming consoles and mobile devices

supporting these video format standards is increasing. Besides, lately main stream-

ing platforms like Amazon Prime Video and Netflix started serving HDR video con-

tent. These progress on the standardization and the developed devices will increase

the demand in HDR content production very soon. Additionally, with the emerging

technologies that require to exceed the human visual system limitations such as au-

tonomous driving, HDR imaging gains more importance in safety critical computer

vision applications.

Many research problems and applications are common to both HDR and LDR imag-

ing. However, LDR images consist of 8 bit integers, whereas HDR images are rep-

resented with floating point data and if they have not been calibrated a single pixel

intensity may refer to completely different illumination values on different scenes.

Therefore, using the solutions and methods that are originally devised for standard

LDR images may not be feasible for HDR images.
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1.1 Problem Definition

Since image similarity is a perceptual phenomenon without ground truth, there are

several studies that conducted human experiments. All these works, however, assume

that the image is given in standard low dynamic range format where the brightness

information is suitably quantized to match the dynamic range of traditional image dis-

play devices. Growing number of applications utilize High Dynamic Range (HDR)

images with unbounded brightness values. HDR images contain potentially uncali-

brated floating point data and two images that have vastly different pixel values may

actually be very similar to each other. The richness of information in an HDR im-

age, despite causing difficulties, may aid in similarity assessment. For example, pixel

values corresponding to a bright light source can be much higher than that of a white

reflecting surface in an HDR image, while the two objects are likely to map to similar

intensities in an LDR image. Hence, there is a need for investigating visual similarity

for HDR images. It may be argued that HDR images pose no extra challenges and

approaches designed for LDR images may directly be used to assess visual similarity

of HDR images. However, using a standard similarity measure for an HDR image

requires tone mapping, a problem for which a multitude of algorithms, each with a

number of parameters, exist [28].

Investigating the assessment of visual similarity between two HDR images is the mo-

tivation of this thesis. To this end, subjective human judgments using crowdsourcing

is collected and features are evaluated by comparing them to human judgments. To

our knowledge this thesis serves as the first rigorous attempt to evaluate how visual

similarity can be assessed between HDR images. Using the findings from the percep-

tual study, a tone mapping methodology is proposed where tone mapping parameters

are automatically computed to impart a certain user-defined style to a given HDR im-

age using the similarity between this image and several calibration images that are

used to create this style.
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1.2 Contributions and Outline of the Thesis

The motivation of this thesis is to investigate the visual similarity for HDR images

and demonstrate an application that benefits from these investigations. The main

contributions of this thesis are listed below:

• A novel web-based interface to conduct a perceptual similarity experiment for

HDR images, and the assessment data collected through crowdsourcing,

• Analysis on the experiment data, in the sense of the agreement of various image

features and the corresponding distance metrics to the user responses, besides

examining the effect of tone mapping operators,

• A similarity model that consists of combination of image features with contri-

bution of each feature estimated by user experiment data,

• Two different methodologies to improve the presented tone mapping operator

by employing the findings obtained by user experiment,

• A tone mapping methodology, namely style-based tone mapping, that uses im-

age similarity to automatically estimate the tone mapping parameters from the

tone mapping parameters of a set of given images to follow a certain style.

The organization of the rest of this thesis is as follows, in Chapter 2, a review of

HDR imaging and image similarity is given. In Chapter 3, the image features and

the corresponding distance metrics used in the rest of the thesis are given. Due to the

subjective nature of the problem, an experimental study that assesses visual similar-

ity between HDR images is conducted. In Chapter 4, the experimental setup and the

details about data gathering is given. The analyses on the user experiment such as the

correlation of the image features and the corresponding distance metrics to the user

responses, and the effect of the tone mapping operators to these analyses are given

in this chapter. In addition, two combined models that are estimated using experi-

ment data are also given. Style-based tone mapping operator is presented in detail in

Chapter 5 with some example styles replicated with the developed tool and the tone

mapping results following these styles. After that, two methods that improves the

4



style-based tone mapping operator by using the results obtained through user experi-

ment are presented.

Lastly, in Chapter 6, discussion about the findings and the results are given and the

summary of the thesis, several limitations and future directions are given in Chapter 7.
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CHAPTER 2

RELATED WORK

2.1 HDR Imaging

While HDR imaging has long been an active field of research, recent developments

in HDR imaging [10, 29, 30], in particular those pertaining to HDR image and video

capture [31, 32] and display systems [33], and HDR video streaming standards [34]

to allow direct rendition of HDR images will likely make HDR images more common

in the near future. However, despite the practical improvements in the field, there is

also a need for fundamental and experimental research that explores various aspects

related to HDR imaging and dynamic range. Hanhart et al. [35] investigated the

performance of various objective metrics in quantifying visual distortions of HDR

images commensurate with subjective opinions. Hanhart et al. found HDR-VDP-

2 [36] and HDR-VQM [37] to be the best predictors of visual quality. In another

study, Grimaldi et al. [38] investigated how image statistics change as a function of

dynamic range and found that there are indeed differences between HDR and LDR

images. Grimaldi et al., also found, however, that the majority of these differences

are accounted for by the early visual processing that takes place in the human visual

system. Additionally, Rana et al. [39] compared HDR and LDR images in terms of

feature detection potential and showed that it is possible to extract more effective

features from HDR images. However, these works do not consider the HDR image

similarity problem.
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Figure 2.1: "Belgium House" scene captured with different exposures (image cour-

tesy of Dani Lischinski).

2.1.1 HDR Image Creation

Standard camera sensors are not capable of capturing HDR images natively. Cur-

rently, there are several approaches to generate HDR images [40]. The first approach

is capturing HDR images directly with specialized HDR sensors [41]. Although there

has been advancements on HDR sensors, these sensors are still under development

and expensive. The second and the most commonly used method is combining mul-

tiple exposure images taken by a camera with a standard sensor. This method relies

on using different exposure times to capture the details of different regions of the

scene, longer exposure times for low luminance areas and shorter exposure times for

brighter areas. Figure 2.1 shows the images captured with different exposures of the

same scene. This scene has a high dynamic range that is not possible to capture both

the lower luminance (indoor) and higher luminance (garden) regions with a single

exposure setting.
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After the series of images are captured with the same camera, it is possible to recover

irradiance, E, for each pixel, x with [40]:

E(x) =

∑Ne
i=1w(Ii(x)) Ii(x)

∆ti∑Ne
i=1w(Ii(x))

(2.1)

where Ii is the image captured with exposure i, ∆ti is the exposure time, Ne is the

number of used exposures and w is a weighting function to remove outliers. Note that

camera response is assumed linear. For the cases that this assumption does not hold

corrections need to be made. Dynamic scenes poses challenges for this approach,

known as ghosting, and there are many deghosting algorithms to overcome this prob-

lem [42]. The third approach is using a single camera with multiple sensors to capture

different exposures of the same scene simultaneously [31, 43]. However, these cam-

eras are costly and hard to calibrate. The last approach to create HDR images is using

a single LDR image and expanding the dynamic range approximately, known as in-

verse tone mapping. There are many studies on inverse tone mapping [44, 45, 46, 47]

and this topic will gain more importance with the necessity of displaying LDR images

on HDR displays arises as the usage of HDR displays increasing. Recently, there are

also studies [48, 49] that employs deep neural network based approaches for inverse

tone mapping.

2.1.2 Tone Mapping

HDR images can capture the true dynamic range of a scene by using wider repre-

sentations compared to standard 8 bit images. However, in order to display or print

HDR images on conventional devices, the dynamic range of the image should be

compressed to match the dynamic range of the device. This operation, namely tone

mapping, aims to compress the dynamic range while keeping the visual appearance

intact.

Tone mapping is an extensively studied research area and there are many tone map-

ping operators [10]. Comparison and subjective evaluation of the tone mapping op-

erators is also an active research area [50, 51]. In this thesis, to investigate the effect

of tone mapping operators to visual similarity, eleven commonly used tone mapping

9



operators are selected. Basically, these tone mapping operators can be divided into

three categories depending on their operation domain: global and local operators in

spatial domain, and gradient domain operators [10].

Global tone mapping operators apply the same non-linear function to all luminance

values without considering pixel neighbourhood. This makes these operators fast

compared to other tone mapping operators however, they may result with contrast

loss in dark and bright regions. Reinhard et al. [52] introduces a transfer function

that compresses low luminance values less and high luminance values more. Drago

et al. [53] uses logarithmic compression for tone mapping while adaptively changing

the logarithm base depending on the luminance value. A global algorithm is proposed

by Pattanaik et al. [54], which takes in to account the illumination adaptation time

of HSV. Other global methods that model photoreceptors of HVS is the work from

Reinhard & Devlin [55] and Ferradans et al. [56]. Mantiuk et al. [57] models the

display as well as HSV. On the other hand, Mai et al. [58] proposed a TMO that

minimizes the mean square error between the input HDR and the result of inverse

tone mapping.

Local TMOs are computationally more expensive than global TMOs but they may

preserve the details better [10]. A local TMO that is inspired dodging and burning

technique of traditional photography is also given in [52]. This operator darkens or

brightens the pixel using Gaussian filters on different scales to increase the contrast

depending on the luminance of the pixels in the neighborhood. Another local TMO,

proposed by Durand & Dorsey [59], separated the image to base and detail using

bilateral filter and compress only the base level to preserve the details.

There are also TMOs that operate on gradient domain rather than the spatial domain.

Fattal et al. [60] suggest to reduce the magnitudes of the high gradients more than

the gradients with low magnitude. Then, a low dynamic range image is obtained by

solving a Poisson equation on this magnitude-wise altered gradient map. Mantiuk et

al. [61] follows a similar approach with some improvements on local contrast by using

a bigger neighborhood and multi level Gaussian pyramid to enhance global contrast.

In Figure 2.2, tone mapping results for the "Belgium House" HDR image is given for

several tone mapping operators. fpstools [1] implementation is used for the operators
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with the default parameters for each operator. As depicted in the figure, tone mapping

operators give different results for the same scene in terms of image properties like

brightness and color.

2.2 Image Similarity

Traditionally, image similarity is measured by measuring the distance between hand

crafted features extracted from each image. These hand crafted features include

simple descriptors such as color/luminance histograms, or improved ideas, includ-

ing histogram of oriented gradients [62]. GIST [63], SIFT [64], SURF [65]. These

features are compared using several types of distance metrics. Recently, deep con-

volutional neural networks (DCNNs) became the state of art for image classifica-

tion. Starting with AlexNet [66] and followed by deeper networks such as VGG [67],

GoogleNet[68], and ResNet [69], DCNNs started to perform near human level suc-

cess for image classification. Their success lead to use feature vectors that have

been obtained from DCNNs for image retrieval [70, 71, 72, 73]. Unlike previous

approaches that are based on hand-crafted features, DCNNs learn the feature vector

itself directly from the image.

The similarity between deep learning features can be calculated directly with eu-

clidean or cosine distance without any learning, or can be learned. [74], [75], [76]

and OASIS[77] are famous similarity learning techniques, that can be classified lin-

ear metric learning. These works proposed to work on hand-crafted image features

but shown in [70] that can also work with deep features. The second group of met-

ric learning is nonlinear metric learning methods, that learn similarity metric directly

with deep neural network architectures[78]. Siamese[79][80] and triplet[81] [82] ar-

chitectures minimizes the classification loss function while a more recent study [83]

proposes similarity network architecture to obtain similarity score by minimizing a

ranking loss function.

One major drawback of using DCNNs is the need for using very large labeled datasets

for training, which is difficult to obtain or not available at all for most problem do-

mains. Transfer learning [84] aims to solve this problem by using pretrained networks
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(a) Drago et al. [53] (b) Mai et al. [58] (c) Reinhard et al. (local) [52]

(d) Reinhard et al.(global) [52] (e) Durand & Dorsey [59] (f) Mantiuk et al. [61]

(g) Reinhard & Devlin [55] (h) Fattal et al. [59] (i) Mantiuk et al. [57]

(j) Ferradans et al. [56] (k) Pattanaik et al. [54]

Figure 2.2: Tone mapping results for the "Belgium House" HDR image (image cour-

tesy of Dani Lischinski) with different tone mapping operators. Note that pfstools [1]

implementation is used with default parameters.
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on large scale datasets such as ImageNet [85]. The basic method is to give the im-

ages to the pre-trained network and use the output of the last fully connected layers

as feature vectors [86, 70] – an approach that is also adopted in this thesis.

Visual similarity is a perceptual phenomenon without ground-truth data. This makes

collecting data using crowdsourcing experiments valuable. Indeed, there are several

crowdsourcing-based works [87, 88, 6] that address shape or style similarity problems

and conduct user experiments to either derive or validate models.

Of most related to our work are two similarity studies that also employ subjective

experiments. Among these, in Rogowitz et al. [89], human participants are asked

to judge image similarity using two different experiments: one involving printouts

of images (called table scaling) and the other using a computer based comparison

(called computer scaling). These results are compared with computational similarity

approaches [90] and simple CIELAB histograms. It was found that both table and

computer scaling yield similar results and color is a major factor influencing similarity

for human observers.

In another study [91], user experiments are conducted to evaluate the relationship

between an image-indexing system and perceived similarity in an LDR setting. The

tested image indexing system is based on basic properties of early stages of human

vision – chromaticity, luminance, and texture. Two-alternative forced-choice (2AFC)

method is used for all experiments. Three images are shown to the observer, the query

image and two test images. Of these two images one image is called the target and

the other the distractor. These images are selected based on the rankings obtained

from the image-indexing system. Then the correlation between the users’ preference

and index rank is investigated. First, each index, chromaticity, luminance, and texture

are calculated separately. From these indexes chromaticity is found to give the best

results. Then for the second experiment, combinations of the indexes are evaluated.

The combination of chromaticity and texture indices are found to give better results

than chromaticity alone and the combination of all indices are found to give the best

result.

As mentioned above, although visual image similarity is an extensively studied sub-

ject [5], to our knowledge there is no study that directly addresses this problem for
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HDR images. Thus, understanding the nature of image similarity for HDR images

and developing an objective similarity measure is the primary goal of this thesis.
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CHAPTER 3

FEATURES AND METRICS

In this thesis, image representations and the scheme that these representations are re-

lated constitutes the basics of the assessment of similarity between images. In this

chapter, first, image features that are used to represent images are presented. The im-

age features measure different aspects of the image and also differ in representation.

Therefore, the metrics that estimate the distance between image features need to be

chosen accordingly. Several distance metrics are presented in the second part of this

chapter and for each feature the selected distance metric is given.

3.1 Image Features

As the most fundamental part of many computer vision applications, image feature

extraction is a widely studied research topic for the last several decades. There are

numerous image features in the literature developed with different purposes which

can be divided into two broad categories: global and local features. While global

features like histograms of image properties represent the whole image with a single

feature vector, local features like SIFT [64] or SURF [65] are a collection of vectors

representing small neighborhoods called interest regions. Although local features

are used successfully for the applications like image classification or retrieval, this

thesis focuses on global features to investigate the image similarity in a general sense.

In this section, a review of global image features that have been used in this thesis

is given. Table 3.1 lists these features together with their representations and the

distance metric used for each feature.
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Table 3.1: HDR Image features and distances

Feature Model Distance Metric

Color 2D chromaticity histogram EMD

Luminance 1D (relative) luminance histogram EMD

Texture Histograms of gradients EMD

GIST Feature vector Cosine distance

VGG16/VGG19 - fc6 Fused fc6 layer Cosine distance

VGG16/VGG19 - fc7 Fused fc7 layer Cosine distance

Figure 3.1: Sample image (left), 2D histogram (right).

3.1.1 Color

Since the early days of the image similarity research, color has been used as one

of the most discriminative cues [91]. In this thesis, we used the a and b channels

of the CIELAB color space [92] to represent chromaticity information. This is an

opponent color space, where the a channel represents red/green opponent colors and

the b channel yellow/blue opponent colors. We used a 2D chromaticity histogram

to represent the distribution of colors in a given image. Each dimension contained

15 bins for a total of 225 bins. Figure 3.1 shows this histogram for the Mason Lake

image from the dataset [4].
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3.1.2 Texture

Texture is the second most used feature for content based image retrieval systems

after chromatic features. This feature is especially helpful for discriminating images

that have similar color but different spatial characteristics such as blue sky and sea or

sand and buildings. In this thesis, to represent the texture information histogram of

gradient magnitudes [93] is used.

3.1.3 Luminance

The main difference between an HDR and an LDR image is the much wider range of

luminance distribution for the former. A single HDR image may contain very low lu-

minances corresponding to highly shadowed regions as well as very high luminances

corresponding to bright highlights. Therefore, we hypothesized that the luminance

distribution of an HDR image may be an important cue for visual similarity. The

luminance distribution is modeled using a 1D (relative) luminance histogram with 50

bins.

3.1.4 GIST Features

The GIST descriptor [63] aims to represent the dominant spatial structure of a scene

by using low level multi-scale representations. This descriptor defines the scene as a

whole rather than focusing on individual objects or regions. Discriminative properties

of a scene are listed as naturalness, openness, roughness, expansion, and ruggedness.

The class of a scene, e.g., man-made, natural, indoor, outdoor, etc., is determined by

these properties.

The procedure for extracting GIST descriptors consists of applying Gabor filters that

are scaled and orientated differently to the input image, dividing the filter response

map into a grid in order to have spatial information, averaging the filter response in

each grid, and concatenating the results to obtain the final feature vector, i.e. the GIST

descriptor.
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3.1.5 Deeply Learned Features

Recently, DCNNs have started to dominate object recognition and image classifica-

tion tasks, achieving near human success rates [66, 67, 94]. These models are trained

with large prelabeled datasets and develop a hierarchical model that becomes more

aware of the content of the image rather than the underlying pixel values. To our

knowledge currently there is no DCNN model that is trained on HDR images for the

purpose of image indexing, scene classification, or visual similarity tasks. Further-

more, there is no prelabeled large HDR image dataset to use for training a DCNN

model from scratch. Therefore in this thesis, we used transfer learning method to

employ pretrained DCNNs for our perceptual similarity problem.

For feature extraction, pretrained AlexNet [66] and two variants of VGG networks,

VGG16 and VGG19, are used [67]. All networks are trained on the ImageNet [85]

dataset, but we also evaluated their performance when trained using different datasets.

For transfer learning, the last fully connected layer, which contains classification out-

puts, is removed and the remaining 4096 dimensional two fully connected layers, fc6

and fc7, are used as feature vectors. As suggested by Simonyan and Zisserman [67],

the results obtained from VGG16 and VGG19 are fused (by taking an average) and

it is observed that the fused version performs better than both VGG16 and VGG19.

The distance between the feature vectors are calculated using cosine distance, which

is a commonly used distance metric for deep learning features.

3.2 Distance Metrics

The use of a proper distance metric is as important as the features themselves. Each

feature representation may require a different distance metric. In this section, we

briefly describe the definitions and properties of the dissimilarity measures that we

used for different types of features.
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3.2.1 Euclidean Distance

The Euclidean distance between two histograms p and q is calculated as:

disteuc(p, q) =

√∑
i

(pi − qi)2, (3.1)

where i is the bin index. In general, dissimilarity obtained by Euclidean distance for

histograms is not satisfactory as it does not take bin proximity into account.

3.2.2 Bhattacharyya Distance

Bhattacharyya distance [95] measures the overlap between two distributions. If p and

q are two histograms, it can be calculated as:

distbhat(p, q) = − ln

(∑
i

√
pi.qi

)
. (3.2)

For our HDR similarity problem Bhattacharyya distance gives slightly better results

than Euclidean distance. However, it also suffers from the same problem that the

proximity of the bins is not taken into account.

3.2.3 Earth Mover’s Distance

Earth Mover’s Distance (EMD) is a dissimilarity metric commonly used for image

the retrieval problems [96]. EMD aims to capture the perceptual similarity between

two distributions by calculating the minimal cost of transforming one distribution to

the other. Unlike the other dissimilarity metrics, EMD can be calculated for varying-

size partitions of the data, called signatures. Signatures consist of dominant clusters

of the data, represented as si = (mi, wi) pairs where mi is the cluster center and wi is

the size of the cluster. EMD does not require the signatures to have the same number

of clusters – ground distances between cluster centers are sufficient. Histograms are

signatures with bin centers corresponding to cluster centers, mi, and normalized bin

values to weights, wi.
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The total amount of work to transform distribution p to q with flow f is:

WORK(P,Q, F ) =
m∑
i

n∑
j

dijfij, (3.3)

where dij is the ground distance between cluster centers i and j. The optimal flow f

that results with the minimum work, can be found by any linear optimization algo-

rithm. When f is calculated, the EMD between p and q is defined as:

EMD(p, q) =

∑∑
dijfij∑∑
fij

. (3.4)

In our problem, bin centers correspond to color values (ab values in the CIELAB

space) and ground distances are calculated as Euclidean because of the perceptual

uniformity of the CIELAB color space.

Figure 3.2 compares the effect of these three distance metrics for a sample image

from the dataset. The image on the first column is the query image, and in each row,

the most similar five images from the dataset are shown. The distance metric used in

first row is Euclidean, the second row is Bhattacharyya, and the last row is the EMD.

It can be argued that more similar images are found using the EMD metric.

3.2.4 Cosine Similarity

Cosine distance between two vectors p and q is calculated as:

distcosine(p, q) = 1−
∑n

i=1 piqi√∑n
i=1 p

2
i

√∑n
i=1 q

2
i

(3.5)

Cosine distance is a widely used distance metric for deep representations. In this

thesis, we used cosine distance for calculating the distances between CNN feature

vectors and GIST features.

20



Figure 3.2: A comparison of dissimilarity metrics for histogram-based features. The

leftmost image is the query image, the most similar five images from the dataset are

shown in each row: Euclidean distance (first row), Bhattacharyya distance (second

row), Earth Mover’s distance (third row).
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CHAPTER 4

VISUAL SIMILARITY EXPERIMENTS

Image similarity is inherently a subjective phenomenon and like other subjective phe-

nomena user experiments play an important role for a better understanding and im-

proved models. Thus, within the scope of this thesis, a user experiment is conducted

to investigate HDR image similarity. This chapter presents the image dataset used

for the experiment, the experimental setup that allows the users to assess similarity

between HDR image triplets, the data gathering through crowd sourcing and then

experiment analysis that displays how the image features introduced in Chapter 3

correlates with human responses. Lastly, two models for a combined feature are pro-

posed which is a combination of individual features and the weights of these models

are estimated using experiment responses.

4.1 Dataset

The set of images used in visual similarity experiments should be sufficiently diverse.

Although such datasets exists for LDR images, there is no specific similarity dataset

for HDR images. However, there exists HDR image datasets that were created for

various purposes and by different authors. We therefore decided to select 100 HDR

images from various such sources to present observers with a diverse set of images2.

The used datasets were: Fairchild’s HDR Photographic Survey [4], HDR-Eye [97],

DEIMOS [98], Empa HDR Image Database [99], and pfstools HDR Image Gallery

[100]. Thumbnails for the used images are shown in Figure 4.1.
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Figure 4.1: HDR images used in the visual similarity experiments.
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4.2 Experiment Setting

To measure perceptual similarity between HDR images, we conducted a 2AFC ex-

periment. The experiment is publicly available1. As we needed a large number of

responses, we designed a web-based interface to collect crowdsourcing data. We

used the HDRHTML technique [101] for visualizing HDR images on web browsers.

This technique uses a windowing approach to select a desired exposure range from

the HDR image. Multiple exposures are encoded by combining a small set of basis

images with opacity coefficients. The tone-curves of these basis images are approx-

imated as a piece-wise linear function. Instead of finding optimal tone-curves and

opacity coefficients, HDRHTML uses a precomputed optimal solution and use these

tone-curve points and opacity coefficients for all images for fast processing. After

basis images are created using the tone-curves, these basis images are used to re-

construct multiple exposures and gives user the control over exposure settings with

a slider. By dynamically adjusting the position of the slider, the user can efficiently

view the entire exposure range contained within the HDR image. These sliders are

normally overlayed with the image histogram. We removed this overlay to prevent the

image histogram from affecting the observers’ decisions. Figure 4.2 shows a sample

trial from the experiment. An HDR reference image was shown at the top and two

HDR test images were shown at the bottom. The sliders, which were mandatory to

be adjusted, allowed all images to be inspected at different exposure levels.

In each experimental session, 33 such image triplets were displayed to the observers.

Thus, an experimental session consisted of 33 trials. In each trial, the observers were

asked to choose which of the two test images was visually more similar to the ref-

erence image. All trials, except for the verification ones, were generated randomly

from the dataset during the runtime of the experiment.

Three of the experiment triplets were used for verification. They contained an obvi-

ously similar reference and test image pair to evaluate the reliability of an observer

as shown in Figure 4.3. As seen from the figure, the test image that is similar to the

reference image is another image from the same scene. These images are not used

1 http://user.ceng.metu.edu.tr/ merve/userstudy/
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Figure 4.2: A sample trial from the experiment. The observers were asked to choose

the most similar image to the reference image (top) from the test images (bottom).

All images could be examined at different exposure levels by adjusting their sliders.
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in the actual part of the experiment, and do not belong to the dataset of 100 images

shown in Figure 4.1.

If an observer failed to provide the correct answer even for one of these trials, his or

her data was discarded as being unreliable. These trials were distributed across the

experiment to ensure that observers were attentive throughout. Before the experiment

began, observers were informed about their task and the expected duration of the

experiment, which was at most 20 minutes at a normal pace. During the experiment,

observers were required to use the exposure sliders for each image before they made

selection. Image selection was done by clicking on one of the test images. The

selection was indicated using a green border around the selected image. Observers

could change their selection until they pressed the “Next” button. The progress of an

observer was indicated using a small progress bar at the bottom center of the screen.

At the end of the experiment, observers were informed with a final page confirming

the conclusion of the experiment and were presented with unique session ids. They

were required to enter this id to the crowdsourcing platform to verify that they have

finished the experiment.

4.3 Data Collection

Crowdsourcing has been used in many computer vision problems to collect non-

expert data [102]. In this thesis, in order to reach as many people as possible, the

experiment was published at Microworkers crowdsourcing platform2. For each com-

pleted experiment 0.3$ were paid to the participants.

At the beginning of the experiment, an introductory page, given in Figure 4.4, is

displayed to the user. This page first describes the task to be fulfilled: complete a set

of trials by picking the comparison image that is more similar to the reference image.

Here it is important to note that the users are not asked to decide for a specific type of

similarity such as object, color, etc. By intentionally leaving the definition of visual

similarity vague, it is hoped to achieve a range of responses, which in overall, would

converge to a common sense understanding for similarity.

2 www.microworkers.com
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Figure 4.3: Verification triplets, shown as 3rd, 10th and 16th trials in the experiment

sessions.

28



Figure 4.4: Start page of the experiment, that describes the task and collects some

information about the user.

After giving the instructions about the experiment, the user is informed about the ex-

pected time to finish the experiment when done in a normal pace. This is followed by

some warnings about browser usage during the experiment and unsuitable devices.

Then, a form is presented to collect some information about the participants. In Fig-

ure 4.5, the distribution of age, gender, and familiarity with computer graphics/image

processing of the participants according to the data entered to this form is shown.

Finally, the user can start the experiment on demand by pressing the provided button

labeled as "Start Experiment".

One of the challenges of data crowdsourcing is eliminating users that give unreliable

responses, this may due to not being qualified for the task or just being a spam-

mer [103]. To minimize the problem of users being not qualified, the crowd group

of English speaking, highly qualified users are selected from the crowdsourcing plat-

form. Even though the experiment itself does not require language proficiency, the

instructions at the beginning of the experiment is important for users to successfully

complete the experiment. The users are in the highly qualified crowd, if they have

been done other crowdsourcing tasks before and received some positive feedback.
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Figure 4.5: Age, gender, and computer graphics/image processing familiarity distri-

bution of the participants.

Another measure taken to achieve reliable responses is using verification triplets. In

total, 165 sessions were discarded due to incorrect responses given to the verification

trials.

4.3.1 Phase I

In the first phase of the experiment, randomly selected triplets are shown to the users

without any restrictions on the image selection. After collecting the experimental

results, and eliminating the triplets from invalid sessions, it was found that 18747

unique image triplets were judged by the observers. This amounts to approximately

11.6% of the total possible triplets that can be obtained from 100 images, C(100, 3).

Experiment sessions were independent and random for each participant, but it was

guaranteed that a single session consisted of only unique triplets.

This design resulted in a single response for the majority of the triplets. Some triplets

received two responses and only a few received three or more. As such this first phase

of the experiment is considered as a random exploration of all possible comparisons.

However, as judging similarity based on a single response could be too subjective,

the experiment is extended as discussed below to collect multiple responses for each

triplet.
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4.3.2 Phase II

The first phase of the experiment was extended to obtain three evaluations per triplet.

Unlike the first phase where triplets were generated randomly, the second phase solely

used the triplets that had been evaluated in the first phase of the experiment. To

achieve this, the triplets sorted from the first phase in descending order by the num-

ber of responses collected. If a triplet had more than three responses, three of the

responses are randomly selected. The triplets with exactly three responses were used

as is. These two cases occurred very rarely. Next, triplets with two responses, and

then a single response were presented randomly to obtain a total of 4990 triplets that

had been evaluated three times. Among these thrice evaluated triplets, 2170 triplet

were judged consistently by all three observers. The remaining 2820 triplets gen-

erated two-to-one responses. Similar to the first part of the experiment, the second

part also contained the same validity checks to eliminate the responses of inattentive

observers.

4.4 Experiment Analysis

Having discussed the details of crowdsourcing study in Section 4.3 and experimented

features in Section 3.1, this section investigates how the human judgments and the

image features are related. First analysis method for assessing the correlation be-

tween individual feature type and the experiment results is given. Then, two possible

methods to combine the features for developing a more effective similarity model

is discussed. In the evaluations, different formats for HDR images are employed in

order to measure the effect of the image format to the proposed methods.

4.4.1 Preprocessing

In evaluations, HDR images used directly, as well as by linear scaling and applying

several tone mapping operators. For linear scaling, 5% of the brightest pixels and 5%

of the darkest pixels are discarded by setting them to 95th and 5th percentile of the

pixels values respectively. The reason behind this step is to eliminate extreme values
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from the HDR images that may also introduced by hardware.

I ′ =


P5(I), if I < P5(I)

I, if P5(I) ≤ I ≤ P95(I)

P95(I), if I > P95(I),

(4.1)

where I denotes the original image values and I ′ is after the pixel values outside of

the range are removed. Then HDR image is linearly scaled with

lin(I) =
I ′ − I ′min
I ′max − I ′min

, (4.2)

for each color channel separately.

Besides of using original and linearly scaled HDR images, tone mapped version of the

images are also evaluated. For this purpose commonly used tone mapping operators

Mai et al. [58], Reinhard et al. (local) [52], Reinhard et al. (global) [52], Durand &

Dorsey [59], Mantiuk et al. [61], Reinhard & Devlin [55], Fattal et al. [59], Mantiuk et

al. [57], Ferradans et al. [56] and Pattanaik et al. [54] are used. The implementations

of these TMOs are available in opensource PFStmo software library [100], which

provides a reliable implementation of several commonly used TMOs. The images in

the experiment dataset are tone mapped using the PFStmo software with the given

TMOs using the default parameters.

4.4.2 Individual Feature Correlations

To investigate how individual image features correlate with the human responses

collected through the experiment, the feature responses are treated as an observer

that are given the same set image triplets used in the experiment. Assume that

ti = Ri − Ai − Bi represents the ith triplet (i.e. trial) with Ri being the reference

image, Ai the left test image, and Bi the right test image. This triplet could have

been evaluated one or more times by different human observers. Let n(Ai) and n(Bi)

represent the number of times that each image was found more similar to Ri than the

other. From this information, a binary vector is created to encode the participants’
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responses:

P = (x1, . . . , xN), (4.3)

where each element is defined as:

xi =

1, if n(Ai) > n(Bi),

0, otherwise.
(4.4)

For each feature type f , the feature representations of each image is computed as

f(Ri), f(Ai), f(Bi). Then their similarity to each other is calculated to obtain the

following binary vector:

F = (y1, · · · , yN), (4.5)

where

yi =

1, if d(f(Ri), f(Ai)) < d(f(Ri), f(Bi))

0, otherwise.
(4.6)

In this equation d represents the distance metric that was chosen to be used for feature

f . This encoding gave rise to two binary vectors, P and F , with the former com-

puted from user responses and the latter from feature similarities. There are many

approaches to compute the correlation between two such vectors. In this thesis, the

Sokal-Michener correlation is used, which is a simple, intuitive, and effective way to

correlate two binary vectors [104]. This correlation is defined as

s =
S11(P, F ) + S00(P, F )

N
, (4.7)

with S11 and S00 representing the total count of matching ones and zeros respectively:

S11(P, F ) = P · F, (4.8)

S00(P, F ) = ¬P · ¬F, (4.9)

Note that the correlation coefficient s can take a value in range [0, 1]. In the following,

this coefficient is multiplied by 100 to represent the correlations as percentages.
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The raw feature correlations with the first (Section 4.3.1) and the second phase of the

experiment (Section 4.3.2) are reported in Tables 4.1 and 4.2, respectively. In these

tables, the leftmost column indicates the processing type applied to the images before

the computation of features.

“HDR-original” represents the unaltered HDR image whereas “HDR-linear” repre-

sents its linearly scaled version. The other processing types all include the application

of a certain tone mapping operator. For all processing types, except the original, the

images were gamma-corrected and scaled to [0, 255] range.

4.4.3 Feature Learning with Triplet Networks

For both of the phases of the user experiments and for different tone mapping oper-

ators the deeply learned features correlate better than the other features as given in

Table 4.1 and Table 4.2. The deep learning features are the last fully connected layer

of two deep CNN architectures, VGG16 and VGG19, that are trained on ImageNet

dataset. There are many studies that report better results achieved with transfer learn-

ing by taking a pretrained network on a different dataset and then training this dataset

on the actual dataset [105]. For most of the studies including this thesis, the reason

of choosing finetuning over training a CNN from scratch is the insufficient amount of

labeled data and the required training time for the huge datasets like ImageNet that

has millions of images.

Since, both VGG16 and VGG19 are classification networks, the input for these net-

work is a single image and the output is the class labels. The collected user data is not

suitable for finetuning these networks. However, there are architectures that consists

of multiple CNNs for training comparison data. One example is Siamese architec-

ture [106]. This network takes two images as input and contains two different CNNs

that can be trained for classification or feature learning. A more recent architecture is

Triplet Network [107], which takes three images as input, compares triplets simulta-

neously and outputs the probability of the given triplet is a valid triplet, the reference

image is closer to the first image. In this thesis, a triplet network architecture called

DeepRanking [81] is trained on the experimental data. This network has three identi-

cal deep neural networks with shared parameters. These deep neural networks learns
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Table 4.1: Individual feature correlations with the first phase of the experiment. The numbers indicate the Sokal-Michener correlation scaled

by 100 to represent percentages.

Processing Type VGG16 VGG19 Color Luminance Texture GIST

HDR-original 56.79 58.09 55.10 53.14 52.39 56.82

HDR-linear 63.54 63.31 55.69 54.07 54.36 58.18

Drago et al. [53] 65.88 65.74 56.73 57.45 51.17 58.23

Mai et al. [58] 65.28 65.13 56.01 56.77 51.90 57.57

Reinhard et al. (local) [52] 65.82 65.63 56.58 54.77 51.43 57.89

Reinhard et al. (global) [52] 65.75 65.52 56.59 54.68 51.39 57.92

Durand & Dorsey [59] 66.17 65.43 55.77 55.12 51.79 57.85

Mantiuk et al. [61] 65.42 65.33 56.29 55.38 52.08 58.03

Reinhard & Devlin [55] 65.28 65.20 57.15 55.89 54.85 58.33

Fattal et al. [59] 65.90 65.72 56.39 57.46 51.92 58.19

Mantiuk et al. [57] 65.71 65.74 55.98 56.99 51.84 57.86

Ferradans et al. [56] 66.02 65.90 55.18 56.51 51.99 58.33

Pattanaik et al. [54] 64.46 64.38 53.04 54.61 53.06 57.84
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Table 4.2: Individual feature correlations with the second phase of the experiment. The numbers indicate the Sokal-Michener correlation

scaled by 100 to represent percentages.

Processing Type VGG16 VGG19 Color Luminance Texture GIST

HDR-original 64.88 67.14 60.23 58.39 54.42 63.50

HDR-linear 75.58 76.13 60.78 57.79 57.97 65.71

Drago et al. [53] 80.88 81.80 62.58 62.72 53.87 65.39

Mai et al. [58] 80.00 79.95 61.11 61.66 53.46 64.06

Reinhard et al. (local) [52] 80.92 81.61 62.21 58.16 53.87 64.88

Reinhard et al. (global) [52] 80.92 81.57 62.21 57.97 54.75 64.75

Durand & Dorsey [59] 81.75 81.34 62.07 59.22 53.00 64.19

Mantiuk et al. [61] 80.41 80.65 61.15 59.59 52.49 64.47

Reinhard & Devlin [55] 80.37 80.41 64.15 61.43 60.55 65.44

Fattal et al. [59] 80.51 80.92 62.30 64.24 52.90 65.02

Mantiuk et al. [57] 80.00 80.78 62.12 61.71 54.56 64.19

Ferradans et al. [56] 81.38 82.21 58.39 61.61 55.02 65.25

Pattanaik et al. [54] 78.66 78.11 57.33 58.66 55.71 64.52
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an image embedding f that will be the input of the last layer called ranking layer

which minimizes the hinge loss:

l(pi, pi
+, pi

−) = max{0, g +D(f(pi), f(pi
+))−D(f(pi), f(pi

−))}, (4.10)

where pi is the input image, pi+ is the similar image and pi− is the less similar image,

D is the Euclidean distance between learned image features and g is a regularizer

parameter of the gap between image pairs. In the Table 4.3, the correlation scores

obtained from this network trained on the experiment data is given.

Table 4.3: Correlation results obtained with a triplet network trained on Phase I of the

experiment.

Training Number of Triplets Epocs Correlation

Training I 1500 25 60.50

Training II 1500 50 59.72

Training III 15000 25 61.09

For the training of this network Phase I of the experiment is used. Although Phase I is

less reliable compared to Phase II, it has more triplets to train with. The selected tone

mapping operator is the tone mapping operator of Durand & Dorsey et. al [59]. For

the pretrained deep neural network for DeepRanking VGG16 is used. In total three

trainings are evaluated, in the first training 1500 triplets are used and the network is

trained for 25 epocs. The correlation is calculated similarly as Table 4.1 but on the

triplets that has not been used for training. The first evaluation is resulted with ~5%

lower correlation than VGG16 feature. For the second training, the tranining duration

is doubled with 50 epocs but this did not increase the correlation, on the contrary it

is slightly decreased possibly due to overfitting. For the third training, the number

of triplets used for training increased 10 times and a slight increase in correlation is

observed. However, it was not possible to train the network with more data since the

Phase I of the user experiment has approximately 18K triplets.
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Table 4.4: p values for statistical significance between individual image features, cal-

culated with Fisher’s exact test.

VGG16 VGG19 Color Luminance Texture GIST

VGG16 1.0 0.504 3.832x10−62 1.123x10−47 4.828x10−79 1.963x10−33

VGG19 0.504 1.0 3.083x10−67 3.670x10−52 9.416x10−85 3.302x10−37

Color 3.832x10−62 3.083x10−67 1.0 0.033 0.027 3.720x10−06

Luminance 1.123x10−47 3.670x10−52 0.033 1.0 1.222x10−05 0.014

Texture 4.828x10−79 9.416x10−85 0.027 1.222x10−05 1.0 6.947x10−12

GIST 1.963x10−33 3.302x10−37 3.720x10−06 0.014 6.947x10−12 1.0

4.4.4 Statistical Analysis

In Table 4.4, the statistical significance of the difference between each individual

feature correlations are given. Fisher’s exact test [108] is used for the calculations,

image features are calculated on images tone mapped with Ferradans et al. [56] TMO,

and correlation is calculated against Phase II of the experiment. This analysis shows

that, the difference for the correlations of VGG16 and VGG19 features are not that

significant and also Color - Luminance - Texture performances are rather close. On

the other hand, deep learning features are significantly better than the other features

and similarly, GIST feature is significantly better than Color and Texture features.

Another variable in the experiment analysis is the selection of tone mapping opera-

tors. Results given in Table 4.1 and Table 4.2 shows that for a given image feature

tone mapping operators are performing comparably. Table 4.5 shows the p values cal-

culated with Fisher’s exact test [108] between the VGG19 feature’s correlation with

the Phase II of the user study on images tone mapped with different tone mapping

operators. While for most of the tone mapping operators the performance difference

is not significant. For this feature, the differences between the best performing Fer-

radans et. al.’s TMO [56] and the successors Drago et al.’s [53] and Reinhard et

al. [52] TMOs are not significant (p > 0.6). However, the difference to the worst

performing TMO, Pattanaik et al.’s TMO is significant with p = 0.001.
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4.4.5 Combined Feature Correlation

Given the individual correlations reported in the tables Table 4.1 and Table 4.2, a

natural question that follows is if the features can be combined to develop a single

objective metric that better correlates with human’s assessment of similarity for HDR

images. To this end, two types of logistic regression analysis are performed yielding

two related but different models.

4.4.5.1 Triplet Model

In the first analysis, the aim is to develop a model that predicts which of the two test

images is more similar to the reference image using the pairwise distances between

the test and reference images. Assuming that j is a feature index, one can compute

these pairwise differences as follows:

aj = dj(fj(R), fj(A)), (4.11)

bj = dj(fj(R), fj(B)). (4.12)

Here dj represents the distance metric chosen for the jth feature. The model takes

as input these differences for all features (i.e. j ∈ 1, 2, 3, 4, 5, 6) and computes their

weighted average as its response:

r = c0 +c1(a1−b1)+c2(a2−b2)+c3(a3−b3)+c4(a4−b4)+c5(a5−b5)+c6(a6−b6)

(4.13)

To compute the unknown coefficients logistic regression is used as the dependent

data (i.e. user responses) is binary: given one reference and two test images, the user

selects either the left image or the right one, encoded as 1 and 0.

The regression is performed between the two vectors, namely the P vector from Equa-

tion 4.3, and the model response R comprised of the following elements:

R = (r1, · · · , rN), (4.14)
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where

ri = [ai1 − bi1 · · · ai6 − bi6]. (4.15)

The logistic regression models the logarithm of the odds as the response of the model:

ln

(
Pr(x = 1)

1− Pr(x = 1)

)
= r. (4.16)

From this equation, it can be derived that the probability of a user responding 1 (i.e.

selecting the left image) is equal to

Pr(x = 1) =
1

1 + e−r
(4.17)

If Pr(x = 1) > 0.5, it is assumed that the model has selected the left image. Other-

wise, the model’s response was taken as the right image.

To measure the effectiveness of this model 10-fold cross validation is used. In each

fold, 90% of the trials were selected for training and the remaining 10% for testing.

This process was repeated 10 times while ensuring that each test fold is mutually

exclusive from each other. Similar to the analysis of individual features, the success

of this model is assessed against both the Phase I and the Phase II of the experiment.

The results are shown in Table 4.6. It can be seen that the feature combination, on

average, improves the success of each presentation type by about 3% to 4%. The best

three results are obtained by Ferradans et al.’s [56], Drago et al.’s [53], and Reinhard

et al.’s [52] TMO algorithms. The reported coefficients are computed by using the

entire dataset from the Phase II of the experiment due to its higher correlation with

the combined features.

4.4.5.2 Duplet Model

Despite the first regression model yielding high correlations exceeding 80% for most

algorithms, it has an important drawback. It requires a triplet of images, one reference

and two test, as input to the model. While this matches the presentation type in our

experiment, a more desirable model should be able to take only two images (e.g., a
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Table 4.5: p values for statistical significance between correlations of VGG19 features

extracted on images tone mapped with different tone mapping operators, calculated

with Fisher’s exact test. User responses are used from Phase II of the experiment.

Dra. [53] Mai. [58] Rein.(local) [52] Rein. (global) [52] Dur. [59]

Dra. [53] 1.0 0.132 0.906 0.875 0.725

Mai. [58] 0.132 1.0 0.178 0.19 0.265

Rein.(local) [52] 0.906 0.178 1.0 1.0 0.845

Rein.(global) [52] 0.875 0.19 1.0 1.0 0.876

Dur. [59] 0.725 0.265 0.845 0.876 1.0

Man. [61] 0.351 0.593 0.438 0.461 0.588

Rein. [55] 0.261 0.732 0.333 0.353 0.463

Dur. [59] 0.483 0.444 0.586 0.613 0.756

Man. [57] 0.414 0.516 0.509 0.534 0.67

Fer. [56] 0.752 0.063 0.636 0.608 0.479

Pat. [54] 0.003 0.146 0.005 0.005 0.009

Man. [61] Rein. [55] Dur. [59] Man. [57] Fer. [56] Pat. [54]

Dra. [53] 0.351 0.261 0.483 0.414 0.752 0.003

Mai. [58] 0.593 0.732 0.444 0.516 0.063 0.146

Rein.(local) [52] 0.438 0.333 0.586 0.509 0.636 0.005

Rein.(global) [52] 0.461 0.353 0.613 0.534 0.608 0.005

Dur. [59] 0.588 0.463 0.756 0.67 0.479 0.009

Man. [61] 1.0 0.878 0.847 0.939 0.198 0.043

Rein. [55] 0.878 1.0 0.701 0.788 0.139 0.067

Dur. [59] 0.847 0.701 1.0 0.939 0.291 0.024

Man. [57] 0.939 0.788 0.939 1.0 0.241 0.032

Fer. [56] 0.198 0.139 0.291 0.241 1.0 0.001

Pat. [54] 0.043 0.067 0.024 0.032 0.001 1.0
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Table 4.6: The correlations of the first regression model with the user responses. Phase I and Phase II represent the initial and extended

experiments respectively. The coefficients are reported for the Phase II of the experiment only due to its higher correlation with the user

data.

Processing Type Phase I Phase II c0 c1 c2 c3 c4 c5 c6

HDR-original 60.67 70.76 0.0573 0.0768 -3.3241 -0.0028 -0.0124 -0.2921 -10.7505

HDR-linear 64.81 78.83 0.0005 -5.4801 -5.9902 -0.0074 -0.0635 -0.3289 -10.1782

Drago et al. [53] 67.36 83.49 -0.0423 -7.8751 -7.6339 -0.0506 -0.0958 0.0043 -7.3615

Mai et al. [58] 66.70 81.78 0.0085 -5.2932 -7.9526 -0.0601 -0.1078 -0.0358 -4.9275

Reinhard et al. (local) [52] 67.19 83.21 -0.0154 -7.3838 -8.7207 -0.0688 -0.0853 0.0145 -7.8380

Reinhard et al. (global) [52] 67.34 83.16 -0.0230 -7.0932 -8.8856 -0.0687 -0.0783 0.0101 -7.4470

Durand & Dorsey [59] 66.92 83.03 -0.0604 -8.1694 -7.3044 -0.0977 -0.0147 0.0082 -6.8549

Mantiuk et al. [61] 66.64 81.74 0.0220 -6.1999 -8.0462 -0.1081 -0.0286 -0.0102 -10.0494

Reinhard & Devlin [55] 66.72 82.75 -0.0332 -5.6555 -8.8871 -0.1284 -0.0144 -0.0254 -7.9970

Fattal et al. [59] 67.25 82.56 -0.0025 -6.2320 -8.3176 -0.1120 -0.0272 -0.0143 -7.9175

Mantiuk et al. [57] 66.91 82.15 -0.0005 -5.7555 -8.4433 -0.0777 -0.0548 -0.0041 -6.8189

Ferradans et al. [56] 67.21 83.53 0.0226 -5.7782 -9.8899 -0.0801 -0.0432 -0.0060 -7.4090

Pattanaik et al. [54] 65.02 79.89 -0.0365 -7.5194 -5.6052 0.0132 -0.0565 0.0211 -6.1389
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query image and a test image) and produce a relative similarity score between them.

This may allow, for instance, ranking the similarity of multiple images with a query

image as in image-based search applications.

In order to allow for this possibility, our second regression model was designed in the

following manner. For each trial, ti = Ri −Ai −Bi, i ∈ 1, · · · , N , two elements are

inserted to our user response vector:

x2i−1 =

1, if n(Ai) > n(Bi)

0, otherwise,
(4.18)

x2i = ¬x2i−1, (4.19)

yielding a vector of size 2N :

P = (x1, x2, · · · , x2N). (4.20)

As for the model’s inputs each element of the feature vector was computed as

y2i−1 = [a1 · · · a6], (4.21)

y2i = [b1 · · · b6], (4.22)

yielding

F = (y1, y2, · · · , y2N). (4.23)

In summary, the elements of the feature vector always followed the A, B order,

whereas the corresponding elements in the user vector were 1 for the selected im-

age and 0 for the other image. This second regression model learns to produce the

following response given the feature differences between a reference and test image:

ra = c0 + c1a1 + c2a2 + c3a3 + c4a4 + c5a5 + c6a6 (4.24)

By converting this response to probability values as in Equation 4.17, one can com-

pute a relative degree of similarity between the two images. To validate this model,
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the model response is computed twice by using Ri − Ai and Ri −Bi image pairs:

Pr(x = left) =
1

1 + e−ra
(4.25)

Pr(x = right) =
1

1 + e−rb
(4.26)

Given a triplet, if Pr(x = left) > Pr(x = right) it is assumed the model to have

selected the left image. Otherwise, it was assumed that the model selects the right

one. The correlation of this model with the user responses was calculated as in the

previous model yielding the results in Table 4.7. The best result of the second model

was found for Drago et al.’s [53] TMO in the second phase of the experiment. The

model achieved a correlation of 83.81% with the user responses. Similarly to the

Triplet Model, the reported coefficients are computed by using the entire dataset from

the Phase II of the experiment due to its higher correlation with the combined features.

In this chapter, a crowdsourcing user study with the aim of HDR image similarity

assessment is presented. The experiment data is collected in two phases with in total

more than 1200 participants. While in the first phase, single response per image triplet

is sought, the second phase extends the first phase by collecting three responses per

image triplet. These responses analyzed separately for feature correlation and found

out for the image triplets that have three consistent responses, the correlation scores

are higher for both individual and combined features. Besides that, the effect of

image format is also investigated and it is observed that tone mapped versions have

higher correlations for hand crafted features and deeply learned features than raw

HDR data and linearly scaled image. On the other hand, tone mapping operators

perform comparably. Lastly, two models learnt from user data are proposed for the

combined feature perform similarly with each other and better than the individual

features. Among these models, duplet model is more suitable for applications in the

sense that it does not require image triplets but estimates image similarity between

image pairs. In the next chapter, it is shown how this model can be used to improve

the style-based tone mapping application.
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Table 4.7: The correlations of the second regression model with the user responses. Phase I and Phase II represent the initial and extended

experiments respectively. The coefficients are reported for the Phase II of the experiment only due to its higher correlation with the user

data.

Processing Type Phase I Phase II c0 c1 c2 c3 c4 c5 c6

HDR-original 60.75 70.80 2.9323 -0.1531 -2.8191 -0.0024 -0.0063 -0.2494 -7.1569

HDR-linear 64.65 78.50 5.5623 -3.9224 -3.7111 -0.0149 -0.0048 -0.2164 -5.5490

Drago et al. [53] 67.52 83.81 8.3967 -5.5248 -4.0845 -0.0280 -0.0587 -0.0054 -3.3575

Mai et al. [58] 66.72 81.73 7.4594 -4.0822 -5.0859 -0.0196 -0.0532 -0.0326 -0.9064

Reinhard et al. (local) [52] 67.35 83.53 8.2123 -5.6104 -4.3743 -0.0249 -0.0290 0.0063 -3.6705

Reinhard et al. (global) [52] 67.20 83.16 8.2162 -5.3915 -4.5828 -0.0259 -0.0264 0.0049 -3.6673

Durand & Dorsey [59] 66.81 82.61 8.2396 -5.9298 -4.0539 -0.0560 -0.0081 0.0077 -3.1001

Mantiuk et al. [61] 66.50 82.10 7.6833 -4.3626 -4.8232 -0.0658 -0.0212 -0.0082 -3.4889

Reinhard & Devlin [55] 66.56 82.61 8.5676 -4.6656 -4.9324 -0.0936 -0.0075 -0.0262 -2.8843

Fattal et al. [59] 67.07 82.79 8.0671 -4.4119 -4.8215 -0.0716 -0.0191 -0.0141 -2.8938

Mantiuk et al. [57] 66.57 82.01 7.7805 -3.9872 -5.3899 -0.0228 -0.0319 -0.0084 -2.6625

Ferradans et al. [56] 67.33 83.16 8.5911 -5.0432 -4.9965 -0.0541 -0.0258 -0.0089 -2.3825

Pattanaik et al. [54] 64.94 79.84 6.6735 -5.6657 -3.4601 0.0109 -0.0295 0.0241 -1.8922
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CHAPTER 5

STYLE-BASED TONE MAPPING

HDR image similarity has many applications, and one of these applications on tone

mapping is presented in this chapter. The tone mapping operator that is depicted in the

following sections named as style-based tone mapping, consists of a methodology that

employs image similarity to tone map HDR images consistently according to a style

without manual parameter adjustments. In this chapter, first the problem definition

and related work is given followed by the details of the method and the obtained

tone mapping results. Lastly, the improvements made to the initial method using the

findings of the user experiment is presented.

5.1 Problem Definition

Tone mapping operators aim to reduce the dynamic range of an HDR image to dis-

play it on an low dynamic range display devices. The existence of numerous tone

mapping operators that are available paved the way for many studies that are con-

ducted for selecting the best one [109]. However, tone mapping can be conducted

for different purposes, and rendering the resulting images to follow a consistent style

can be one of them. For example, in a movie production process, making all frames

consistently tone mapped, regardless of the content of the frames, can be a desired

operation to impart a certain look and feel to the viewers. Although obtaining dif-

ferent renderings from tone mapping operators is partly achievable by using different

tone mapping parameters, some tone mapping operators have none [110] or few pa-

rameters [111] while others [112] have too many. Besides, even though one set of

parameters are found for a certain image to depict a certain style of rendering, the
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same set of parameters would not yield with the same look when applied to other

images.

In this chapter, style based tone mapping operator that aims to consistently tone map

different HDR images with the defined style is proposed. Figure 5.1 shows different

styles for the same images created by an artist. The application depicted in this thesis

approaches the problem of defining a style by presenting the user an HDR image and

with the help of the tool developed, ask the user to change the parameters until the im-

age matches the desired look. By repeating this process for a small set of calibration

images, we aim to learn the style. Applying the learned style from calibration images

to the previously unseen images is essentially a visual image similarity problem.

5.2 Related Work

Image reproduction is ultimately a subjective process where photographers and artists

of all persuasions are free to reflect their own interpretation into the final rendering.

For any task of reproduction, there is generally a vast range of choices from literal or

realistic reproduction to those that significantly depart from reality. Since the early

days of photography, many tools and systems have been developed to enable artists

express their creativity [113, 114, 115, 116].

Tone mapping, in the context of HDR imaging, is no different in creative expression

than the art of photography. There is essentially an infinite amount of choices that an

artist can make when tone mapping an HDR image for display purposes (Figure 5.1).

Perhaps, this is underscored by the large number of TMOs that have so far been

developed that produce different outputs from the same HDR image [10].

Most TMOs fail to provide sufficient freedom to artists to express their creativity

and rather focus on visibility or photographic look. However, there are a few TMOs

that are designed to enable artistic freedom such as the stroke-based interface that

was proposed by Lischinski et al. [117]. This algorithm allows the user to select im-

age regions using brush strokes and set different tone mapping parameters for each

region. These parameters are then extrapolated to the entire image using an edge-

preserving energy minimization method. Paris et al. [118] gives users the possibility

48



Figure 5.1: Different artists may prefer different tone reproductions of the same HDR

image. The same artist may also choose to produce different styles based on the sit-

uational/contextual considerations. The images reproduced by a professional artist

using a different tool (top half) are replicated using our operator (bottom half). Pre-

sented algorithm can also learn the styles of an artist and produce results consistent

with them.
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of enhancing details or edge-preserving smoothing while tone mapping. This method

first applies detail modifying local Laplacian filters on the log intensity of the image

and then map the intensities to displayable range by scaling. Aubry et al. [119] of-

fers a fast implementation of local Laplacian filters and also demonstrates how this

filter can be used for photographic style transfer. Given a model image, this iterative

method uses local Laplacian filters for gradient histogram matching for local contrast

modification and intensity histogram matching for global contrast modification. Tone

mapping is achieved through the intensity matching since the method matches the

same dynamic range of the model image.

Another algorithm that allows a wide range of possibilities during tone mapping is

the generic TMO [120]. This operator hinges on the idea that although a large num-

ber of TMOs exist, the majority of them can be modeled using a generic tone curve

followed by local modifications. The authors have demonstrated that by using a small

set of parameters, a skilled artist can match the output of any TMO with the generic

TMO. Although these algorithms offer expressive freedom to the artist, they have no

notion of learning the artist’s preference. In fact, it has been shown by the authors that

the same set of parameters can give rise to vastly different outputs for different im-

ages [120]. As such, using these operators to automatically tone map a large number

of images is impractical.

There are several LDR retouching studies that are similar to the proposed style based

tone mapping operator in the sense of enhancing images by using a set of training

images [121, 122] or by automatic exposure correction [123] or artistic enhance-

ment [124]. However, these studies do not focus on HDR image tone mapping.

Recently, deep neural networks are also used for learning image adjustment parame-

ters. Some of these studies uses a training set of high quality images and learns the

enhancement parameters in an unsupervised manner [125, 126, 127]. These methods

aim to enhance the general quality of the given image instead of applying a specific

style. Yan et al. [128] on the other hand, proposes to learn a computational model of

a style from image pairs, an untouched image and a stylized version. Their method

incorporates high level semantic information of the pixels as well as local and global

features of the image. Another study with a similar goal, Hu et al. [129] uses unpaired
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data, a set of stylized images, for learning an operation sequence that will style an in-

put image when applied. The benefit of learning modification steps is it makes the

style explainable, which most of the deep learning based image enhancements meth-

ods lack. While these methods aim to learn predefined style, Lee et al. [130] uses

deep learning based semantic search to find similar images from a large collection

and applies the styles of these images to the given image, by using a transfer function

for color and luminance statistics, which brings the benefit of automatically selecting

candidate styles. Similar to the previous LDR retouching studies, these methods also

do not aim to tone map HDR images.

Besides of these studies that learns image adjustment parameters using deep neural

networks, initiated with the study of Gatsy et. al [2], deep neural networks are also

used for style transfer between images. The algorithm introduced in [2] separates

and recombines the content and style of images using different layers of pretrained

VGG19 network. After Gatsy et. al [2], neural style transfer gained popularity and

many studies focused on improving this method. Gatsy et. al [131] introduced control

methods such as color, scale and spatial control, Gupta et. al [132] improves stability,

Liu and Lai [133] added depth awareness, Huang and Belongie [134] made the neural

style transfer more practical with a faster method and flexible user controls.

In Figure 5.2, the neural style transfer method [2] is applied to the tone mapped HDR

images. All images are taken from Fairchild’s HDR dataset [4]. Content images are

tone mapped with Reinhard et. al [52], and style images are tone mapped manually

with the method that is described in Section 5.3.1 according to the candy style shown

in Figure 5.1. For neural style transfer method, conv5_2 is used as content layer, while

conv1_1 is used as style layer, content weight α = 0.1 and style weight β = 104. Style

transfer results are given in Figure 5.2c and Figure 5.2g. As shown in the resulting

images and stated in the original study [2], it is not possible to completely separate

the content and style of the images, and this method performs pleasing when artistic

images like paintings are used as style images and not so well when photographs are

given as style images. It is possible to see this effect in the resulting images, the edges

and some objects are deformed, it is not possible to read the writings in the images,

and the images looks more like a painting although given style images do not have

this property.
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(a) Style image (b) Target image (c) Gatsy et. al [2] (d) Reinhard et. al [3]

(e) Style image (f) Target image (g) Gatsy et. al [2] (h) Reinhard et. al [3]

Figure 5.2: Style transfer results of Gatsy et. al [2] and color transfer results of Reinhard et. al [3].
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This drawback of neural style transfer is addressed by Luan et. al [135] by prevent-

ing spatial distortions and allowing transformations only in color space. Also by

including semantic segmentation, the style transfer between unrelated contents are

prevented. While this method produces very pleasing results for style transfer be-

tween images depicting similar scenes but different color palette or time of the day,

it is not fully free of distortions such as creating patterns on uniformly colored ob-

jects or changing the illumination on an object in an unnatural way. Also the success

of the method depends on the underlying segmentation method. On the other hand,

color transfer method of Reinhard et. al [3] is a global method that uses simple image

statistics to transfer color from one image to another. In Figure 5.2d and Figure 5.2h,

the result of this method on tone mapped HDR images are given. In both results, over-

all brightness and contrast decreased, although both style images have bright regions

similar to the content images, i.e. clouds, small light sources.

In summary, style based tone mapping differs from the previous methods by means

of learning different tone mapping styles from a small set of tone mapped calibra-

tion images. Then, new HDR images, which may be created from vastly different

scenes, can be tone mapped according to these learnt styles. In this sense, style based

tone mapping is the first method that allows to batch process a set of HDR images

consistently according to the created style.

5.3 Method

Style based tone mapping [136] consists of two consecutive phases, namely cali-

bration and operation. Calibration is the phase where the user defines a style and

by manually adjusting the provided parameters tone maps a small set of images until

the tone mapped image depicts the newly defined style. The next phase, operation

is the phase that the user given HDR image is tone mapped automatically with the

selected predefined style in the calibration phase by estimating the tone mapping pa-

rameters from the calibration image tone mapping parameters. Figure 5.3 shows the

style based tone mapping algorithm steps and these steps are explained in detail in

the following sections.
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Figure 5.3: Style based tone mapping is comprised of a calibration and operation

phase. The artist tone maps several images during calibration which results in a set

of parameters. During operation, these parameters are interpolated based on image

similarity to find the tone mapping parameters for the given image.
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5.3.1 Calibration

In the calibration phase, first the user is asked to pick a name for the new style to

be created, and then the user is asked to tone map a fixed set of calibration images.

Assigning a name to the style would be helpful for the user to stay consistent with the

style while tone mapping the calibration images. In addition, once the style is created

and saved, this will allow the user to have many predefined styles in preset library and

reuse them.

Calibration images should be representative enough for different environments that

has different characteristics and at the same time distinctive from each other as much

as possible to keep the number of the calibration images low. The number of cal-

ibration images directly affects the time spent in the calibration phase, so although

more calibration images would represent different environments better, in order not

to overwhelm the user, the number of calibration images is chosen in a way that the

user can finish the calibration phase in a reasonable time.

Calibration images are selected in a semi automatic way. First, all images are taken

from Fairchild’s HDR image dataset [4] and then converted a feature space and using

k-means algorithm each image in the dataset assigned to a cluster, which resulted in

six clusters given in Appendix A. After clusters are obtained, one calibration image

is hand-selected from each cluster, yielding six calibration images in total, which are

shown in Figure 5.4.

The calibration phase starts with naming the style, and then the user is presented with

the tone mapping interface. With using this interface the user is required to tone

map the calibration images one after another with the desired style. The manual tone

mapping procedure is basically adjusting tone mapping parameters given in Table 5.1

with the provided sliders.

The tone mapping operator is a modified version of Generic TMO [137]. Generic

TMO is able to model many existing tone mapping operators, both local and global

with a tone curve followed by a spatial modulation function. It is noted in [137] that

same set of parameters yields very different results for different images. Style based

tone mapping uses Generic TMO with the following modifications.
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Figure 5.4: Calibration images

Table 5.1: Tone mapping parameters for style-based tone mapping

Brightness (b) Prct. mapped to half-max intensity

Contrast (c) Slope of the tone curve at b

Black point (bp) Prct. clamped to min intensity

White point (wp) Prct. clamped to max intensity

Color saturation (c) Saturation control exponent

Small detail strength (λs) UM factor for small details

Medium detail strength (λm) UM factor for medium details

Large detail strength (λl) UM factor for large details
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The tone mapping parameters of Generic TMO are replaced with their percentile

counterparts in order to make the algorithm less image dependent and make it easier

for user to have an understanding about the parameters. For example, the parameter

Brightness in style based tone mapping with the value 50 would correspond to the

median brightness value of the HDR image in Generic TMO’s b parameter. Likewise,

for the parameter White point, the value 95 would mean 5% of the brightest pixels

will be burned out. As one may imagine, representing the tone mapping parameters

as percentiles is not sufficient to achieve the same effect on different images. In order

to achieve this, style based tone mapping uses parameter interpolation to use similar

parameters to similar images as described in Section 5.3.2.

The second modification to Generic TMO belongs to spatial modulation. In [137], a

linear combination of band-pass filters are used as spatial modulation function. These

filters are from modified Cortex transform and applied after global tone curve mod-

ulation. On the other hand, in style based tone mapping, local modulation is applied

in multiple scales and afterwards global operation is performed. This has the benefit

of adjusting detail level before the HDR compression is applied and it gives better

results.

For detail modulation several approaches has been tested, unsharp masking (UM),

bileteral filtering [138] and gradient reversal removed BF [139]. While BF-based

filters results with less halo, they are computationally expensive, unlike UM, which

is prone to halos but computationally efficient. Besides, UM is shown to be improve

sharpness and local contrast in an earlier study [140]. It is decided to use UM even

though it may introduce halos. For some cases, halos may be also introduced by the

user in order to create an unrealistic style.

The detail modulation is achieved by first creating three low-pass images in the loga-

rithmic domain for small, medium and large details.

L′σs = gσs ∗ L′, (5.1)

L′σm = gσm ∗ L′, (5.2)

L′σl = gσl ∗ L′, (5.3)

whereL′ = logL and gσ are 2D Gaussian filters are different scales. σs, σm, and σl are

set to 0.0625%, 0.3125% and 0.625% of the minimum image dimension respectively.
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Then these low pass images are used to enhance different scales with the chosen detail

factor parameters λ.

Lsm = eL
′+λs(L′−L′

σs
)+λm(L′

σs
−L′

σm
)+λl(L

′
σm
−L′

σl
) (5.4)

Lsm, spatially modulated luminance image, then fitted to the tone curve as in [137].

TC(Lsm) =



0 if L′sm ≤ b− dl
1
2
c L′

sm−b
1−al(L′

sm−b)
+ 1

2
if b− dl < L′sm ≤ b

1
2
c L′

sm−b
1+ah(L′

sm−b)
+ 1

2
if b < L′sm ≥ b+ dh

1 if L′sm > b+ dh

(5.5)

where L′sm is the logarithm of the spatially modulated luminance c is the contrast,

and parameters b, dl and dh are the absolute values of the user given parameters in

percentiles for brightness, black point and white point respectively. Parameters ah

and al are contrast compression for light and dark areas computed from [137].

al =
c.dl − 1

dl
and ah =

c.dh − 1

dh
(5.6)

In Figure 5.5, the user interface that allows the user to define a style for tone mapping

during the calibration phase is shown. The tone mapping parameters can be easily

adjusted with the sliders and the calibration image will be tone mapped and shown to

the user in real time. The luminance histograms of log HDR and LDR images are also

shown to aid the user and show the effect of the changes. After all of the calibration

images are tone mapped, the style parameters are saved and the calibration phase is

completed. Manually stylized calibration images following the four styles presented

in Figure 5.1 are given in Appendix B.

5.3.2 Operation

In the operation phase, the user selects a style from the preset library that has been

created in the calibration phase. Given a new HDR image to be tone mapped with the

selected style, the tone mapping parameters t (given in Table 5.1) must be determined
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Figure 5.5: User interface for calibration phase
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based on calibration images tone mapping parameters ti. In this thesis, this problem

is approached as an image similarity problem. If two images are similar according

to a similarity metric, their tone mapping parameters should be also similar. After

the distances between input image and the calibration images are obtained, the tone

mapping parameters are calculated as inverse distance transform [141]:

t =

∑N
i=1

1
d(f ,fi)

ti∑N
i=1

1
d(f ,fi)

(5.7)

Here, f is the feature vector of the current input image and fi the feature vector for the

calibration image i and t its computed tone mapping parameters. Lastly, the function

d calculates the similarity between two feature vectors.

In [136], images are represented with HSV histograms [142] and histograms of gradi-

ents [62] to capture colorimetric and structural properties of the images. HDR images

varies highly on pixel values and it is hard to compare them directly. To overcome

this, images are tone mapped to the interval [0, 1]:

Lout =
Lin

1 + Lin
, (5.8)

and color channels are transformed with:

Cout =
Cin

Lin
Lout. (5.9)

The feature vector is then computed using transformed values, as a 60 dimensional

vector, 3x15 bins for HSV histogram and 15 bins for gradient histogram.

Unfortunately, treating histograms as high dimensional points and computing their

Euclidean distances does not yield correct results as this ignores the proximity infor-

mation of the bins. For instance, although the histogram H1 = (1, 0, 0, · · · , 0) is

closer to H2 = (0, 1, 0, · · · , 0) than H3 = (0, 0, 1, · · · , 0), their Euclidean distances

are equal. To circumvent this problem, each histogram is convolved with a 1-D Gaus-

sian (σ = 0.7) prior to computing their distances [142]. Circular similarity of the

hue histogram is also accounted. Thus the final distance metric between two feature
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vectors fi and fj become:

d(fi, fj) = (fi − fj)
T (fi − fj), (5.10)

where f is the combined histogram. This metric is used to measure the similarity

between input HDR image and calibration images. Also the same distance metric is

used to cluster Fairchild dataset in order to pick calibration images.

After tone mapping parameters are calculated with parameter interpolation, HDR im-

age is tone mapped and presented to the user in a similar user interface like Figure 5.4.

User can do the final adjustments and save the tone mapped LDR image. Figure 5.6

shows a gallery of the obtained tone mapping results. Note that despite the large

variation of the image content, the selected styles are successfully applied to each

image.

To sum up, tone mapping can be an artistic process that would result with different

look and feel of the same scene instead of achieving a single "correct" look. The

tone mapping methodology given in this chapter is versatile enough to create new

styles with a small set of calibration images. And more importantly, with the lever-

age of image similarity, it is possible to apply the created styles to new HDR images

automatically which can have quite different characteristics. However the similarity

approach given in this chapter is rather straight forward and there is room for im-

provement. In the following section, two different similarity models backed up by a

user study are suggested to improve style-based tone mapping.

5.4 Improvements to Style-based Tone Mapping

Although style based tone mapping has achieved some success for consistently tone

mapping different images, the image similarity method given in Section 5.3.2 can

be improved with the findings from the conducted user study. In this section, two

modifications of this method that are made possible by the experimental findings of

the user study is given. The first technique uses all of the image features utilized

in Section 5.3.2 with different weights to estimate tone mapping parameters in the

operation phase. Meanwhile, the second technique relates tone mapping parameters
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Figure 5.6: All of these images are automatically tone mapped using the four styles

that are generated.
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and image features for the estimation.

5.4.1 Parameter Interpolation with All Features

In the first modification, the model features given in Table 3.1 are extracted from the

selected HDR image and calibration images. Then, the distances between these fea-

tures are calculated separately using the corresponding distance metrics given in the

same table. After that, the weighted average of these feature distances are calculated.

The weights used are the coefficients of the logistic regression model (Equation 4.24)

obtained from the user experiment, with the idea that less important features should

also contribute less to the distance. This operation can be summarized with the fol-

lowing equation:

di =
6∑
j=1

cjdj(fi, fij) (5.11)

where cj is the coefficient of the jth feature, fj is the jth feature of the input image,

fij is the same for the ith calibration image, and finally dj is the distance metric for

the jth feature. The result di represents the combined distance between the input

image and the corresponding calibration image. These combined distances are calcu-

lated between the selected HDR image and all calibration images. The tone mapping

parameters for the selected HDR image are then interpolated using inverse distance

transform as in Equation 5.7. This method differs from the initially presented ap-

proach in several aspects:

• Using a different and more representative set of features, luminance which is

one of the most important features of HDR images has a separate feature vector,

• More suitable distance metrics for feature types, for example, EMD takes into

account bin proximity for calculating differences between histograms,

• Instead of using a single fused feature vector, each feature distance calculated

separately,
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Table 5.2: Model features used for interpolation of tone mapping parameters.

Tone mapping parameter Model feature

Brightness (tb) Luminance

Contrast (tc) Luminance

Black point (tbp) Luminance

White point (twp) Luminance

Color saturation (ts) Color

Small detail strength (tλs) Texture

Medium detail strength (tλm ) Texture

Large detail strength (tλl) Texture

• Employing a weighted average of feature vector distances with weights ob-

tained from a user experiment, compared to using equal weight.

In Figure 5.7, the modified style-based tone mapping algorithm is shown. Note that

while the calibration phase has not changed, the operation phase has been adjusted

with the changes listed above compared to the initial version of the algorithm given

in Figure 5.3.

5.4.2 Parameter Interpolation with Related Features

While the previous approach calculates a single distance value between the given

image and calibration images and use this value to interpolate all tone mapping pa-

rameters, the second modification described in this section relates the model features

with the tone mapping parameters and interpolates individual tone mapping param-

eters with different weights. In order to achieve this, the relationships defined in

Table 5.2 are used.

As an example, the brightness parameter tb is computed by interpolating the tbi pa-

rameters of the calibration images by using the similarity between the luminance
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Figure 5.7: Modified style-based tone mapping algorithm with the findings of the

user experiment. Compared to the initial method given in Figure 5.3, more represen-

tative set of features are extracted and distances between these features are computed

separately. Besides, instead of using equal weights on feature distances, the weights

estimated from user study are employed.
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features:

tb =

∑N
i=1

1
dlum(lum,lumi)

tbi∑N
i=1

1
dlum(lum,lumi)

(5.12)

Other tone mapping parameters that are related to the model features are interpolated

analogously. Because GIST and deep learning features are not directly linked to

a specific appearance phenomenon but are measures of overall similarity between

the given images, they are not directly linked to specific tone mapping parameters.

Instead these features are experimented with merging them using the individually

interpolated parameters as follows:

t = w0t0 + w1t1 + w2t2, (5.13)

where t0 represents individually interpolated TMO parameters (given in Table 5.2),

t1 TMO parameters interpolated as a whole using GIST similarity only, and t2 TMO

parameters interpolated as a whole using solely deep learning feature similarity. The

weights control the influence of TMO parameters that are computed by using these

different approaches.

5.4.3 Results

In Figure 5.8, several results are compared that obtained by using the initial style

based tone mapping method as well as with the two modifications proposed in the

previous sections, Section 5.4.2 and Section 5.4.1.

In the first row of the figure, the tone mapping results of the “Paul Bunyan” scene

from the HDR Photographic Survey [4] is shown. This scene depicts a bright outdoors

environment with colorful foreground objects. It may be noted that all results are sim-

ilar but the individual parameter interpolation with equally weighted GIST and deep

learning features (d) has slightly higher contrast (please refer to Appendix C with

high resolution images for better comparison). The overall candy style is preserved

in all images.
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In the second row of the figure, “Peppermill” night scene from the same dataset is

shown. This is a night scene of a street with some bright lights and banners. For this

scene the difference of the second modification, parameter interpolation with related

features, is more clear as images in (c) and (d) exhibit a darker rendering, which

is more suitable for a night scene. The reason for this darkening effect is that the

brightness parameter, tb, for tone mapping becomes more similar to the tb parameter

of the night image in the calibration images due to the similarity of the luminance

features between these images. The addition of GIST and deep learning features

with equal weight in (d) yields a slightly brighter image compared to (c). Similar to

the results of the previous image overall candy style is preserved also in this image.

Appendix C has higher resolution versions of the results for more clear observation

of the differences.
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(a) Initial (b) Version I (c) w0 = 1, w1 = w2 = 0 (d) w0 = w1 = w2 = 1
3

(e) Initial (f) Version I (g) w0 = 1, w1 = w2 = 0 (h) w0 = w1 = w2 = 1
3

Figure 5.8: Application of the user study findings for the style-based tone mapping problem. Initial results are shown in the first column,

followed by Version I in the second column and two variants of Version II in the last two columns.
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CHAPTER 6

DISCUSSION

In this thesis, visual similarity problem for HDR images is experimentally investi-

gated. Two user experiments are conducted through a crowdsourcing platform and

several image features are evaluated with respect to the data collected via these two

experiments. Evaluation is performed both on individual features and on their combi-

nation. When combining features, two models both of which using logistic regression

are considered. Although both models are found to perform comparably, the second

one permits direct one-to-one comparison, which makes it more suitable for practical

applications that relies on assessment of similarity between image pairs.

One such application, that uses image similarity to tone map similar images in a sim-

ilar way according to a style, namely style-based tone mapping is given. The first

step of this tone mapping scheme is the creation of an artistic style by manually tone

mapping a set of calibration images, then when an input HDR image is given, the

similarity between this new image and calibration images are calculated, and the tone

mapping parameters that will achieve the same style for the new images are estimated

automatically from the parameters of the calibration images. Calibration images are

picked from an HDR image dataset in a way that this set of images are dissimilar from

each other as much as possible to cover the HDR image space as much as possible.

At the beginning, a basic image similarity model are used for parameter estimation

and then two new methods are proposed that improves this similarity model by incor-

porating the findings that are obtained from the user study.

Key observations obtained in this thesis are the following:

1. When properly tone mapped images are used as compared to using either orig-
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inal or linearly scaled HDR images, higher correlations with human responses

are obtained.

2. Most tone mapping operators (TMOs) yield comparable performance.

3. Deeply learned features, in comparison to hand-crafted features, correlate better

with the human responses.

4. Among hand-crafted features, GIST yields the highest correlation, followed by

color, luminance, and texture.

5. Combination of features performs better than individual features.

6. All of the estimated correlations for the second experiment are higher in com-

parison to those for the first experiment.

7. Applying the same tone mapping parameters directly to different HDR images

yields different and mostly unpleasing tone mapping results.

8. It is time consuming to manually tone map HDR images according to a style.

9. Using the similarities to a small but diverse set of images, it is possible to

consistently tone map HDR images according to a style, even if the images

have different characteristics.

10. In the context of style-based tone mapping, better results are obtained when

more descriptive features are used, feature distances calculated separately and

suitable weights are used for features while calculating image similarities.

The first observation highlights the importance of using tone mapped data for HDR

image similarity. While tone mapping is a lossy process, it brings the data to a more

meaningful range for the computation of most features. However, some features are

less dependent on tone mapping. For instance the texture feature represented by the

histogram of oriented gradients is found to produce about the same correlation re-

gardless of whether HDR or tone mapped data is used. This is followed by the color

feature represented by 2D chromaticity histogram. Among the hand-crafted features

the largest difference is observed for luminance feature when tone mapped data is

used for representation. This can be expected as non-linear luminance compression
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often eliminates large gaps in luminance histogram where little useful information is

present.

Perhaps unexpectedly, the second observation suggests that TMOs perform compa-

rably. Although there exists a large number of TMO evaluation studies, we are not

aware of any work that compares TMOs for the task of HDR image similarity. The

lowest performing operator is found to be Pattanaik et al.’s [54] algorithm. It is, how-

ever, known that this algorithm highly depends on calibrated input data and viewing

conditions as it tries to accurately model the human visual system.

As for the third observation, it is not surprising to find that features obtained from a

DCNN [67] trained over a large image dataset [85] outperform simple hand-crafted

features. Similar findings are reported by image retrieval studies conducted for low

dynamic images [70, 71]. For HDR images, our findings indicate that deep features

are mostly useful if the images are tone mapped to the 8-bit per color channel domain

first. This is also expected as the training data of DCNNs are comprised of such

images.

The fourth observation indicates that the GIST descriptor surpasses the other hand-

crafted features, texture, luminance, and color for HDR image similarity. In addition

to outperforming them, in fact, it performs surprisingly consistently across different

processing types. Despite having a smaller correlation with the user responses than

the deep features, it exhibits less variability overall. This may be a desirable property

for different applications as it appears to be minimally affected by how an HDR image

is processed.

As expected, the fifth observation points to the findings that a combined feature with

the learned weights performs better than individual features, which holds true for both

of the logistic regression models. Although deeply learned features outperform the

hand crafted features, and that is also observed with higher weights in the models,

other features also contribute to the performance of the models.

Regarding to the sixth observation, it can be argued that seeking multiple consistent

responses by the participants are important; not only for developing a more reliable

model but also for assessing the correlation of different features with user responses.
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For instance, inspection of Tables 4.1 and 4.2 reveals that while deep features corre-

late better with the user responses, this difference is clearly magnified for the second

phase of the experiment. In other words, as the experimental findings become more

reliable the merits and drawbacks of different features become more noticeable.

The seventh observation is, due to the vastly varying nature of HDR images, using

the same set of tone mapping parameters that gives pleasing results for an image, may

result with very poor rendering for another image. For example, since HDR images

luminance values are boundless, a high cut-off value for a night scene might be very

low for a day time scene, yielding with a really dark image that loses many details

otherwise could be rendered.

The eighth observation states that, since tone mapping parameters can not be applied

directly to different images, for each new image that depicts a different scene, the

parameters need to be adjusted in a way that the resulting image follows the same

style. This is a time consuming and not so straight forward process, searching for a

set of parameters manually by adjusting parameters one by one, observing the effect

on the resulting image and updating the parameters in a way that hopefully results

with a rendering that is consistent with the other images. Keeping this observation

in mind, the number of calibration images that need to be manually tone mapped are

kept as small as possible.

The ninth observation features that although HDR images can be very diverse and for

uncalibrated HDR images the same values do not correspond to the same physical

or perceptual brightness, it is possible to tone map these images in a consistent way

following a user defined style by using similar parameters for similar images. In style-

based tone mapping, in order to achieve this, a small set of calibration images are used

and the tone mapping parameters are estimated with the similarities between these

calibration images and the input image. Although the number of calibration images

are quite low, this is preferred since it directly effects the duration of manual style

creation, the method is able to capture the style and consistently tone map different

HDR images as presented in Figure 5.6.

However, it should be noted that the selection of calibration images are important for

the performance of the style-based tone mapping. The set of selected images should
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be as large as possible to be able to find a similar image in this set to the input HDR

image. On the other hand, with a large the number of the calibration images, cali-

bration phase, the style generation, will take too much time that the method become

unpractical. Therefore, there is a trade off between the expressiveness and the number

of calibration images. In order to keep the number of images as low as possible while

keeping the expressiveness high, the calibration images are picked in a way that these

images are dissimilar to each other as much as possible. In this thesis calibration

images are hand selected from a clustered HDR dataset of natural images to be able

to handle the most common HDR image types. Also, the calibration images capture

varying sceneries like night, bright sunny day, cloudy day, sunset, indoor, outdoor

etc. However, with this set of calibration images, this tone mapping scheme may not

give successful results for computer generated scenes or modern art. For different

domains, domain specific calibration images may give better results.

Finally, as the last observation, not surprisingly, the used similarity model has a direct

effect on the performance of the application. In the initial version of style-based tone

mapping which is described in Section 5.3.2, the image representation consists of a

single fused vector of histograms calculated from HSV color space and magnitude

of gradients. To improve the image representation, these features are replaced with

the features introduced in Chapter 3 and analyzed in Chapter 4 against the user re-

sponses. The first difference is using luminance as a separate feature represented as a

higher resolution histogram with the motivation of luminance being one of the most

important features in HDR tone mapping. Secondly, Lab color space is preferred

over HSV color space due its perceptually uniform characteristic. Lastly, besides of

low level image features, high performing features like GIST descriptor and deeply

learned features are also included.

In addition to the image representation, the metrics that are used to estimate the dis-

tance between features are also plays an important role in image similarity. The dis-

tance metric used in the initial version of style-based tone mapping, given in Equa-

tion 5.10 is used to calculate the distance between image features that are fused into

a single vector. Instead, as given in Section 5.4, calculating the distances between

features separately using the proper distance metrics yields better results. For exam-

ple, EMD takes into account of bin proximity when calculating distances between
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features that are represented with a histogram, which makes it a more suitable metric.

Another point that needs consideration is the contribution of the image features to the

similarity model when multiple image features are employed. In the initial version of

the style-based tone mapping operator, all features are fused using the equal weights.

On the other hand, as showed in Chapter 4, a similarity model that using different

weights for different features can be derived. With the conducted user experiment

data, the weights for the features are estimated with a logistic regression and these

weights are used for similarity calculation in style-based tone mapping, as described

in Section 5.4.1. With all these modifications that are made to improve the similarity

calculation of the style-based tone mapping operator, results that are more compatible

with the given style and the image characteristics are obtained as shown in Figure 5.8.

While these modifications that improves the similarity model in a general sense yield

with better tone mapping results, like in many other applications, it is possible to

refine the results further by adding problem specific heuristics. In Section 5.4.2, in-

stead of using all feature distances to estimate each tone mapping parameter, image

features that are directly related with the tone mapping parameters are used for the

estimation of tone mapping parameter and the features that do not directly relate to a

tone mapping parameter added to the overall estimation. As shown in Figure 5.8 this

approach results with capturing image characteristics better.

Although, several style-based tone mapping results are provided in Section 5.3.2 and

comparison of results with improved similarity models in Section 5.4, it is not straight

forward to measure the performance of the proposed tone mapping methodology nor

the improvements to it. From the style perspective, there is no ground truth that will

allow to calculate the differences or compare image statistics. On the other hand,

for improvements to the style-based tone mapping, some image statistics between

resulting images can be calculated, like the change in mean brightness or contrast.

However, image statistics do not directly translate to perception and even if the mea-

sured effects are also visible when results are compared, it does not imply better tone

mapping results or compliance with the given style. As a future research direction,

some perceptual experiments can be conducted to measure the performance of the

proposed tone mapping methodology, in terms of depicting the given style or image
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quality of the tone mapped images or evaluating the effect of employed similarity

models.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

In this thesis, HDR image similarity problem is investigated through an experimen-

tal user study and two similarity models are proposed to model this subjective phe-

nomenon. In the user experiment, one reference image and two test images are pre-

sented and the participants are asked to choose the test image that is similar to the

given reference image. The definition of similarity is not given in order not to con-

strain the users and introduce bias to the data. The experiment is conducted through

a web-based interface which makes it possible to collect the responses of more than

1200 users that are reached through a crowdsourcing platform. To keep the data qual-

ity high, several measures are taken such as including verification trials through the

experiment.

In order to gain insight about the subjective evaluation of HDR image similarity, the

experiment data is analysed with different TMOs, image features and distance met-

rics. The selected TMOs are heavily used TMOs that prioritize different aspects of

tone mapping. The image features include commonly used low level features as well

as deep learning features. The distance metrics are chosen in a way that is suitable for

the selected image feature representations. Correlations between human judgements

and these quantitative features are computed to assess how much each feature con-

tributes to visual similarity. Lastly, two combined features which perform better than

individual image features are also proposed with the weights of contributing features

are estimated from the user data.

Reliable assessment of image similarity lies at the hearth of many computer vision

applications. In this thesis, an application is given to demonstrate how HDR image

similarity can be used for consistently tone mapping various HDR images following a
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created style. This tone mapping method, namely style based tone mapping, estimates

the tone mapping parameters for the given image from the tone mapping parameters

of a set of manually tone mapped calibration images using the similarity between the

given image and calibration images. The initial basic similarity model of the operator

is then improved with two different approaches derived from the findings of the user

experiment. The improvements yielded with better tone mapping results in terms of

style imitation while keeping the image characteristics intact.

Although a small number of calibration images are used, the tone mapping operator

is shown to depict the given style and produce satisfying tone mapping results for

HDR images that has different image statistics. It should be also noted that, one of

the main benefits of the presented operator is once the calibration images are tone

mapped, the new HDR images can be automatically tone mapped with the created

style without any intervention such as manual search of optimal parameters. Hence,

it makes this operator a suitable choice for the applications where batch tone mapping

of HDR images is necessary.

One of the limitations of the proposed tone mapping operator is the performance of

the method can be affected by calibration image selection. The operator tone maps

similar images similarly, if the input HDR image is too different than the calibration

images, the estimated parameters may not give pleasing results. This problem can be

prevented by selecting a different set of calibration images for specific domains.

The conducted image similarity experiment also has certain limitations and draw-

backs. Firstly, it relies on crowdsourcing, which was necessary to reach a wider

audience to collect as much as data possible but made it impossible to control the

viewing conditions of the participants. Different results could have been obtained if

the experiments were done in a laboratory environment with controlled display and

lighting conditions.

Secondly, the participants compared the HDR images on standard monitors and used

sliders to visualize different image regions that are visible on different exposures.

Similarly, different results could have been obtained if participants viewed the images

on an HDR display.
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Lastly, in the experiment, the meaning of similarity is not given intentionally and left

to the interpretation of the participants. To reduce this uncertainty, future studies may

explicitly define what is meant by similarity such as object similarity, color similarity,

indoor-outdoor similarity or time-of-day similarity.

7.1 Future Work

Although image similarity is an extensively studied topic, HDR image similarity has

not gained as much attention yet. To investigate this subjective phenomenon, further

experiments which consider ranking and rating tasks as well as pairwise comparisons

can be conducted. Also, the proposed models can be extended with different types of

features. Evaluations may include DCNNs that are either fine-tuned or trained with

HDR data from the ground up.

Given the large number of image quality datasets and subjective evaluations in the

form of mean opinions scores (MOS), whether image quality and similarity correlate

with each other in the context of HDR imaging can be investigated. Image saliency

can also be taken into account for similarity judgements as it was found to improve

performance in some other domains [143]. Perhaps most importantly, the effect of

calibrated HDR images for image similarity and retrieval tasks can be studied. As

objects are represented with their true luminances in calibrated data, this may simplify

the similarity assessment between the images. Also, with emerging standards for

HDR video streaming such as HDR10+ and Dolby Vision, the HDR video similarity

problem will gain importance in near future.

Finally, in the recent years, HDR video tone mapping is gaining popularity and more

and more studies are conducted to tone map videos coherently [144]. Style-based

tone mapping can be extended for HDR video tone mapping, where the number of

images are too many to pick tone mapping parameters manually and often different

scenes needs to have the same look of the general style of the video.
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APPENDIX A

CLUSTERS OF THE HDR IMAGE DATASET

Figure A.1: Cluster I, clustering result of Fairchild’s HDR Dataset [4] for calibration

image selection.
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Figure A.2: Cluster II, clustering result of Fairchild’s HDR Dataset [4] for calibration

image selection.
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Figure A.3: Cluster III, clustering result of Fairchild’s HDR Dataset [4] for calibration

image selection.

Figure A.4: Cluster IV, clustering result of Fairchild’s HDR Dataset [4] for calibration

image selection.
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Figure A.5: Cluster V, clustering result of Fairchild’s HDR Dataset [4] for calibration

image selection.
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Figure A.6: Cluster VI, clustering result of Fairchild’s HDR Dataset [4] for calibration

image selection.

101



102



APPENDIX B

MANUALLY TONE MAPPED CALIBRATION IMAGES
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APPENDIX C

RESULTS OF STYLE BASED TONE MAPPING
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